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Abstract

Solar active regions are areas on the Sun’s surface that have especially strong magnetic

fields. Active regions are usually linked to a number of phenomena that can have serious

detrimental consequences on technology and, in turn, human life. Examples of these phe-

nomena include solar flares and coronal mass ejections, or CMEs. The precise prediction

of solar flares and coronal mass ejections is still an open problem since the fundamental

processes underpinning the formation and development of active regions are still not well

understood.

One key area of research at the intersection of solar physics and artificial intelligence is

deriving insights from the available datasets of solar activity that can help us understand

solar active regions better. Some machine learning models have been employed to forecast

solar flares from a 6-hour to 48-hour time span, thanks to advancements in artificial intelli-

gence. Support Vector Machine (SVM) [5,42], K-Nearest-Neighbor (KNN) [27], Extremely

Randomized Trees (ERT) [36], and deep neural network [35] are some of the machine learn-

ing models that have been used in forecasting solar flares, but the results are not good.

This is due to the models being trained with a specific set of active region parameters and

an imbalanced dataset with few positive flare cases.

As a result, there is a need to understand space weather and the basis by which these

events occur. In this study, we applied a deep learning architecture originally designed

for video prediction to predict the changes happening on the Sun in continuous time by

using time series Helioseismic and Magnetic Imager data captured by the Solar Dynamics

Observatory (SDO) and compared it against a no-change baseline and a regression baseline.

In addition, we expanded our study to examine the changes in active regions by incor-

porating the 3D viewing geometry and the sun’s rotation, which helped the models focus on

the changes in the active regions. We proposed using log-scale normalization to normalize

the data and using the Cascading Convolutional Neural Network to predict the changes in

vi



active regions. To improve the performance of the model, we included the gradient infor-

mation and the Structural Similarity Index in the training of the model by adding them as

part of the loss function.

In this dissertation, we demonstrated that deep neural networks can be trained to

predict changes in active regions. It is our hope that further development of this work will

lead to a better understanding of various physical phenomena related to space weather.
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Chapter 1

Introduction

The Sun’s dynamic conditions and events in the space around Earth and in our upper

atmosphere play a significant role in human life. These phenomena are known as space

weather. Different kinds of space weather are caused by solar activities such as solar flares,

coronal mass ejections, high-speed solar wind, and solar energetic particles. The solar

magnetic field is the primary source of all these solar activities.

1.1 Active Regions

1.1.1 What Is An Active Region

An active region is an area on the Sun with an especially strong magnetic field. Solar

flares and coronal mass ejections (CMEs) are known to originate from active regions on the

Sun. These active regions are most frequently observed during the peak of the solar cycle

(sunspot cycle) when the Sun’s magnetic field is highly disturbed. Bright areas seen in X-

ray and ultraviolet images of the Sun represent active regions. Intense bursts of energy are

released from the powerful magnetic fields surrounding active regions, often taking the form

of high-energy X-ray and UV photons. Sunspots are visible indications of active regions,

but it is important to note that not all active regions have sunspots. Additionally, solar

prominences and coronal loops may also appear around active regions [49].
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Figure 1.1: Sunspots (left) and Coronal loops (Right).

Credit: Royal Swedish Academy of Sciences - Göran Scharmer and Mats Löfdahl (sunspots)

and NASA/SDO and the AIA, EVE, and HMI science teams (coronal loops)

1.1.2 What Is A Sunspot

Sunspots are regions on the surface of the Sun found in the photosphere that appear

darker and also cooler compared to other areas on the Sun. Sunspots are known for their

dark hue, which can be attributed to their average temperature of 3,800 degrees Kelvin,

much lower than the average temperature of 5,800 degrees Kelvin in other areas. Despite

their seemingly small size in solar images, sunspots can have a diameter of up to 50,000

kilometers. While the exact process of sunspot formation remains unclear, it is believed to

occur in regions of the Sun that experience intense magnetic activity. [52] (Figure 1.1).
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1.2 Solar Flares

1.2.1 What Are Solar Flares

A sudden release of distorted magnetic fields that produces a huge amount of energy and

drives that energy into space creates a sudden flash of light known as a solar flare. Solar

flares are regarded as the most significant explosive events within our solar system. The

duration of flares might range from a few minutes to several hours. This electromagnetic

radiation propagates at the speed of light. Occasionally, the energy that is discharged

causes a rapid increase in the speed of extremely energetic particles, such as protons and

electrons. These high-energy particles take tens of minutes to reach the Earth. [34].

Earth’s volcanic explosions produce energy that is less than a millionth of that released

by a solar flare. Solar flares are generally more visible due to their powerful X-ray and

ultraviolet emissions, however, they can also be observed in white light.

1.2.2 Classification Of Solar Flares

Solar eruptions and the accompanying storms can release significant amounts of radiation

that can impact Earth or travel long distances through space. To help classify these events,

the National Oceanic and Atmospheric Administration (NOAA) has established categories

based on the size and intensity of solar flares. These categories use letters A, B, C, M, and

X, with X-class flares being the most powerful and A-class flares being the weakest. Similar

to the Richter scale used for earthquakes, each letter represents a 10-fold increase in energy

output. A, B, and C flares typically have minimal effects on Earth, while M-class flares

can lead to brief radio blackouts at the poles and minor radiation storms that could pose a

risk to astronauts. Table 1.1 shows the various categories and their respective magnitudes

in W/m2.
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Table 1.1: Solar Flare Classes

Class W/m2 between 1 & 8 Ångströms

A < 10−7

B ≥ 10−7 < 10−6

C ≥ 10−6 < 10−5

M ≥ 10−5 < 10−4

X ≥ 10−4

1.2.3 Prominent Solar Flare Events

Solar flares exert a significant impact on the immediate space weather surrounding the

Earth. Solar proton events refer to the ability of solar wind or stellar wind to generate

streams of extremely energetic particles. These particles have the potential to influence

the Earth’s magnetosphere. In addition, significant solar flares are occasionally followed by

coronal mass ejections (CMEs), which can initiate geomagnetic storms capable of disabling

satellites and disrupting terrestrial electric power grids for prolonged durations. These

instances have been documented for the past 150 years. The following are some of the

severe solar flare episodes that were felt on Earth or detected by satellites in orbit:

1. An exceptionally powerful solar flare incident occurred on September 1, 1859. The

phenomenon is sometimes referred to as the ”Carrington event”. The occurrence

was initially documented by Richard Carrington, a prominent solar astronomer from

England. As a consequence of that incident, energetic particles penetrated Earth’s

atmosphere and overwhelmed the planet’s magnetic field, leading to extensive devas-

tation on the surface. Global telegraph system experiencing widespread disruption.

The telegraph offices were set ablaze by the ignition. A vibrant display of aurora was

observed at latitudes close to the tropics, specifically over Cuba, the Bahamas, Ja-

maica, El Salvador, and the Hawaiian Islands. Despite the disconnection of batteries,
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the transmission of messages persisted due to the induction of electric currents in the

lines caused by Aurora. [8].

2. August 1972 saw one of the strongest solar storm series in recorded history. High

energy particles, solar flares, and geomagnetic storms were linked to the solar storms.

Sea mines in Vietnam were activated by this storm. This incident interfered with the

satellite, the electrical grid, and communication. This incident took place between

the lunar missions of Apollo 16 and Apollo 17. Had this occurred during the journey,

the particles may have struck astronauts outside of Earth’s shielding magnetic field,

potentially posing a serious risk to their lives.

3. A more serious case of space weather phenomena is the breakdown of the Hydro-

Québec power grid on March 13, 1989 as a result of geomagnetically induced currents

(GICs). Attributable to a damaged transformer, this incident resulted in a widespread

power outage lasting in excess of 9 hours, impacting a population exceeding 6 million

residents. This event was caused by a geomagnetic storm, which originated from a

coronal mass ejection (CME) that was expelled from the Sun on March 9, 1989. [34]

4. Between mid-October and early November 2003, there was a significant solar flare

outburst, which was one of the largest. This solar flare incident is the largest ever

recorded by the Geostationary Operational Environmental Satellite (GOES) system.

The GOES detectors were overwhelmed by this event, resulting in a projected classifi-

cation. The flare caused the Sun’s magnetic field lines to elongate, and subsequently,

they exceeded their maximum stretching capacity. Consequently, a huge blast erupted

on the surface of the Sun, resulting in coronal mass ejections (CME). Coronal Mass

Ejections (CMEs) have the ability to release billions of metric tons of ionized gas and

subatomic particles into space, traveling at a velocity of five million miles per hour.

This event caused a break in the satellite-based communication infrastructure. This

occurrence caused a blackout in Sweden lasting 90 minutes. Air traffic controllers

modified the flight path to circumvent elevated altitudes in the vicinity of the polar
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regions.

5. The solar storm of 2012 was an exceptionally massive and powerful coronal mass

ejection (CME) event that took place on July 23rd of that year. This storm narrowly

missed the Earth with a deviation of roughly nine days, due to the Sun’s equator

rotating on its axis every 25 days. Consequently, the area from where the outburst

originated was not directly facing the Earth during that period. The magnitude of

the eruption was similar to the 1859 Carrington incident, which resulted in global

disruption of electrical infrastructure, mostly telegraph stations.

1.2.4 Goal

In this research work, we seek to predict the changes in active regions by employing deep

learning methods created for video predictions. For this purpose, we will utilize Solar

Dynamics Observatory (SDO) images produced from Helioseismic and Magnetic Imager

instrument.

1.2.5 Significance of The Goal

The scientific inquiry into the fundamental process driving the emergence of active regions

remains an open problem, prompting extensive research efforts to construct models and

forecast the dynamics in these regions. Researchers such as Bobra et al. [5], Qahwaji et

al. [42], Li et al. [27] and Nishizuka et al. [35] have been leading the way in developing tech-

niques for feature selection of parameters of active regions and utilizing machine learning

algorithms to forecast solar flares. Also, Rempel et al. [45] have investigated the use of nu-

merical simulations in modeling active region scale flux emergence. Despite the numerous

technological improvements, there remains a limited comprehension of the phenomenon

surrounding active regions. The objective of this project is to forecast the fluctuations

in active regions in order to enhance comprehension of active regions and advance the

accuracy of solar flare prediction.
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1.3 Research Questions

In this research, we are looking for the answers to the following questions:

1. Could deep learning models designed for solving next-frame prediction be adapted

to predict the changes in active regions and produce practical results better than

conventional baseline approaches?

2. Could we incorporate the knowledge of the 3D viewing geometry and the Sun’s rota-

tion to simplify the learning process of predicting the changes in active regions?

3. Could we improve the predictions of the changes in active regions by modifying the

architecture of deep learning models designed for video prediction to exploit informa-

tion from previous time steps?

1.4 Research Contributions

This research presents the following contributions:

1. We present the optimal normalization scale to use in predicting changes in active

regions.

2. We show that deep learning models for Next-Frame Prediction can predict changes

in active regions.

3. We develop a convolutional neural network (CNN) to predict the changes in the

magnetic field of active regions using sequences of solar images.

4. We propose a loss function to improve the performance of the model by incorporating

gradient information and the structural similarity index of the predictions.
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1.5 Outline

This write-up is structured as follows. Chapter 2 describes the background of this disser-

tation. Chapter 3 presents some related works to this research and Chapter 4 describes

the data used. In Chapter 5, we explore the changes of active regions with respect to the

Sun and the results obtained. Chapter 6 presents our proposed model and normalization

technique to predict changes in active regions. Finally, Chapter 7 summarizes the findings,

a review of the results, and proposals for future research.
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Chapter 2

Background

Neural networks are computational models that mimic the structure and function of the

human brain. The system comprises interconnected nodes, or neurons, arranged in layers.

Every neuron receives input signals, processes them, and produces an output signal. In

artificial intelligence (AI) and machine learning, there are three fundamental approaches:

supervised learning and unsupervised learning, but a third is a hybrid approach called

semi-supervised learning.

Supervised learning involves using labeled data to train algorithms to predict output la-

bels based on input attributes. Unsupervised learning analyzes unlabelled data to identify

patterns or structures present in the dataset. Semi-supervised learning combines labeled

and unlabeled data to enhance learning performance, particularly in situations when ac-

quiring labeled data is difficult. Each method utilizes specific algorithms and strategies

designed for various data kinds and learning goals.

Since the beginning of neural networks, numerous models have been developed to solve

a particular objective, utilizing the aforementioned basic calculations. Among them, Con-

volutional Neural Network (CNN) and Recurrent Neural Network (RNN) are particularly

notable and serve as the foundation for many others. Currently, attention-based networks

have been developed, which have replaced RNN for sequence/time-based predictions.
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2.1 Convolutional Neural Network (CNN)

2.1.1 Convolution Operation

The convolution operation is usually denoted by an asterisk. The convolution of f and g

is defined as follows

s(t) = (f ∗ g)(t) =
∫ ∞

−∞
f(a)g(t− a)da (2.1)

and described as weighted average of f(a) at the moment t where the weighting is given

by g(−a) with a shift of amount t. The weighting function emphasizes different parts of

the input function based on the value of t.

The function f is known as the input, the function g is called the kernel and the output

is referred to as the feature map in convolutional network terminology.

t will be discretized while working with data and then t can only take on integer values.

In that case the discrete convolution can be defined as:

s(t) = (f ∗ g)(t) =
∞∑

a=−∞

f(a)g(t− a) (2.2)

In cases where the input is a multidimensional array, the kernel is likewise a multidi-

mensional array. Tensors are the term used to describe these multidimensional arrays. The

input and kernel parts are kept in different locations. It is presumed that both the input

and kernel functions have a value of zero everywhere except for a finite set of places where

the values are recorded. Hence, the infinite summation can be represented as a summation

over a limited number of array elements. As a result, convolution is defined as follows:

S(i, j) = (F ∗G)(i, j) =
∑
m

∑
n

F (m,n)G(i−m, j − n) (2.3)

One of the excellent properties of convolution is the commutative property. So the

previous equation is equivalent to (2.4).
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S(i, j) = (G ∗ F )(i, j) =
∑
m

∑
n

F (i−m, j − n)G(m,n) (2.4)

The following figure shows how 2-D convolution works, where x is the input and y is

the feature map produced with h′′ as the kernel.

Figure 2.1: An example of 2-D convolution

2.1.2 Pooling

Following the execution of several simultaneous convolutions, a collection of linear acti-

vations is generated. Each linear activation is subsequently passed through a nonlinear

activation function, such as the rectified linear unit. This step is referred to as the detector

stage. Subsequently, the pooling function is employed to substitute the network’s output

at a specific position with a concise statistical representation of the neighboring outputs.

Pooling can be implemented using several non-linear functions, such as max pooling, av-

erage pooling, L2 norm, and weighted average. Max pooling involves selecting the highest

value within a rectangular region, while average pooling calculates the mean value within
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Figure 2.2: Max pooling vs Average Pooling

a rectangle region.

The significance of a certain feature is presumed to be greater than its precise positioning

in relation to other features. The translation invariance quality is highly beneficial in this

scenario. Pooling enhances the representation by making it nearly invariant to translations.

Pooling over spatial regions produces invariance to translation, but pooling over the

outputs helps the features to learn which transformations to become invariant to.

Pooling units are typically less in number compared to detector units due to the uti-

lization of summary statistics for pooling regions that are separated k pixels apart, as

opposed to being spaced 1 pixel apart. This implies that the subsequent layer has roughly

k times less inputs to handle, resulting in computational and statistical efficiency. This

also decreases the memory demands for storing the bottlenecks.
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2.1.3 Activation

Sigmoid or Logistic Activation Function

The mathematical form of sigmoid function is

σ(z) =
1

1 + e−z
(2.5)

This activation function is very popular among deep learning researchers and engineers

because of its advantages -

• The sigmoid function is inherently nonlinear, hence any linear combination of this

function will likewise be nonlinear. This function exhibits a continuous and gradual

change in its gradient as well.

• This function takes any real value as input, and output is always in the range (0, 1),

while the range for linear function is (−∞,∞).

• From the figure 2.3 of the sigmoid function, it is clear that the function is very steep in

the range (−2, 2). Within this range, the function will exhibit a substantial variation

in response to a minor alteration in z. As a result, there will be a positive gradient.

Furthermore, it is evident that the output of this function falls within the range of

0 to 1, which is advantageous for classifiers as it allows for clear differentiation in

predictions.

The main drawback of this activation function is outside of the range (−2, 2), the

function changes very little for any amount of change in z. Consequently, the gradient will

approach zero. The issue at hand is commonly referred to as the ”vanishing gradients”

problem. This property is unfavorable. In this scenario, the gradient reaches a value of

0, resulting in the absence of signal propagation to the weights and, subsequently, to the

data.

Hyperbolic tangent

Mathematically hyperbolic tangent is expressed as
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Figure 2.3: Sigmoid

tanh(x) =
2

1 + e−2x
− 1 (2.6)

which can be written as

tanh(x) = 2σ(2x)− 1 (2.7)

That means tanh is a scaled sigmoid function. This activation function has comparable

qualities to the sigmoid function. This function accepts any real value as input and produces

an output within the (−1, 1) range. The gradient of this function is stronger than the

sigmoid function. In addition to this, tanh is zero-centered, unlike the sigmoid function.

Rectified Linear Units (ReLU)

The Rectified Linear Unit (ReLU) is the most prevalent and extensively employed ac-

tivation function. The function is defined as the positive part of its argument, R(x) =

max(0, x). That means this function takes a real-valued number, and the output is x if x

is greater than or equal to zero and zero if x is less than zero.

Sigmoid or tanh activation function is computationally expensive since it processes
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Figure 2.4: Hyperbolic tangent

practically all of the activations in a network, resulting in a dense output description.

ReLU enhances the efficiency of the network by selectively deactivating specific neurons,

hence making the network lighter.

The characteristic of the ReLU is that for negative values of x, this function is zero,

which means the gradient is zero. This will result in not adjusting the weights of the

neurons during backpropagation. So these neurons will never activate again. This gives

rise to the ”dying ReLU” problem.

Leaky ReLU

This function was introduced as a solution to the issue of ”dying ReLU”. In order to

address this issue, the leaky ReLU activation function is specifically constructed to have a

slight negative slope at the point where the ReLU function would otherwise output zero,

that is, at x < 0. The range of the Leaky ReLU is (−∞,∞). Usually, the slope is set to be

at 0.01. If the slope is not at 0.01, then it is called Randomized ReLU. This leak, as seen

in figure 2.6, helps to increase the range of the ReLU function. In addition, the slope can

be defined as a parameter for each neuron, as demonstrated in the Parametric Rectified
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Figure 2.5: Rectified Linear Units

Linear Unit (PReLU).

Leaky ReLU is defined as ax if x < 0 where a is 0.01

x if x ≥ 0

(2.8)

Figure 2.6: ReLU vs Leaky ReLU

ELU
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The Exponential Linear Unit (ELU) is a mathematical function that approaches zero

more rapidly and yields more precise outcomes. Similar to Leaky ReLU, ELU also neces-

sitates a positive alpha constant. The presence of negative inputs is what sets ELU apart

from RELU. If the inputs are non-negative, they both conform to the identity function.

Unlike ELU, RELU exhibits a sudden smoothing effect, while ELU progressively smooths

until its output reaches the value of -α.

Figure 2.7: Exponential Linear Unit (ELU) with α = 1

Swish

As an activation function, Swish has the formula f(x) = x · sigmoid(βx), where β is

an adjustable parameter that can be acquired through learning. In most implementations,

β is not used, in which case xσ(x) is used, which is essentially β = 1. The function

is a continuous, non-linear function that has a lower bound and no upper bound. It

consistently performs as well as or outperforms the Rectified Linear Unit (ReLU) on deep

neural networks.

GELU
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Figure 2.8: Swish with β = 0.1, 1.0, 10.0

GELU, which stands for Gaussian Error Linear Unit, is xΦ(x), where Φ(x) is the stan-

dard Gaussian cumulative distribution function. The GELU non-linearity assigns weights

to inputs based on their value rather than gating inputs based on their sign, like ReLUs.

The formula for GELU is:

GELU(x) = 0.5x

(
1 + tanh

(
2

π

(
x+ 0.044715x3

)))
(2.9)

GELU has garnered prominence in transformer-based designs, namely in the domain of

natural language processing applications, where it has demonstrated enhanced performance

in comparison to alternative activation functions such as ReLU or sigmoid. GELU is

characterized by its computational efficiency and ease of implementation.

Linear

A linear function in which the activation is directly proportional to the input, which is

the weighted sum from the neuron.
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2.1.4 Loss Function

Loss functions quantify the accuracy of predictions. The goal is to minimize the loss

function. The gradients are computed by utilizing the loss function, and the weights are

subsequently adjusted based on these gradients. The neural network is trained by means

of this update.

Mean Squared Error (MSE) is employed as the loss function to quantify the dis-

crepancy between the expected outcome and the actual outcome. It is mostly used in

regression tasks. MSE is given by,

MSE =
1

n

n∑
i=1

(yi − ŷi)
2, (2.10)

where y′is are the true values and ŷ′is are the predicted values.

Another loss function is Mean Absolute Error (MAE), which is given by,

MAE =| yi − ŷi |, (2.11)

where y′is and ŷ′is are the true and predicted values, respectively.

Binary Crossentropy Loss is used for Binary Classification tasks. This loss is im-

plemented using the sigmoid activation function.

Categorical Crossentropy is also used in multi-class classification tasks. The final

layer output is passed through a softmax activation so that each node outputs a probability

value between (0 -1). The softmax is represented as

σ(z⃗i) =
ezi∑K
j=1 e

zj
, where z is the final layer (2.12)

2.2 Recurrent Neural Network

A Recurrent Neural Network (RNN) is a specific type of neural network that is designed

to handle a sequence of values x(1),x(2), ...,x(n). This has the capacity to handle sequences

of varying lengths. Recurrent neural networks employ the concept of parameter sharing to
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distribute the parameters among various components of the model. Sharing information is

essential when there is a correlation between data that appears in multiple locations within

a sequence.

The output of a recurrent network is a sequential series, where each element of the

output is determined by the preceding elements of the output. The output is derived by

applying the same rule to the prior outputs.

Multiple types of recurrent neural networks exist. For example:

Example - 1 : Recurrent networks exhibit recurrent connections among hidden units,

resulting in an output being generated at each time step (Figure 2.9). This function assigns

a set of input values, denoted as x, to a corresponding set of output values, denoted as o.

Loss L quantifies the extent of deviation between the output o values and the target values

y.

Figure 2.9: Recurrent Neural Network - Type 1

In the figure x(t) represents the input, h(t) represents the hidden layer activations, o(t)

represents the output, y(t) represents the target and L(t) represents the loss at each time

step t.

We take the hyperbolic tangent activation function as the activation function for the

hidden units and use it to create the forward propagation equations for this recurrent

network. Also, we take the output to be discrete. The unnormalized log probabilities of
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every potential target are the output. Next, the softmax operation is performed to acquire

a vector ŷ of normalized probabilities over the output. h(0) is the initial state. And the

updated equations are the following:

a(t) = b+Wh(t−1) +Ux(t) (2.13)

h(t) = tanh(a(t)) (2.14)

o(t) = c+ V h(t) (2.15)

ŷ(t) = softmax(o(t)) (2.16)

Here, U , V and W represent the input-to-hidden, hidden-to-output and hidden-to-

hidden connections respectively. And b and c are the bias vector along with the weight

matrices.

Example - 2 : Recurrent networks are characterized by connections that allow infor-

mation to flow from the output of one-time step to the hidden units of the next time step,

resulting in an output being generated at each time step. (Figure 2.10).

Figure 2.10: Recurrent Neural Network - Type 2

Training this recurrent network to input a particular output into o and only the infor-

mation in o is allowed to be sent to the future. The previous h is connected to the current

h through the output produced by the previous h. Crucial historical context is absent
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Figure 2.11: Standard RNN

Figure 2.12: LSTM

unless o is very high-dimensional. It may be easier to train, but this makes the recurrent

network less powerful [23].

2.2.1 LSTM

Generally, recurrent neural networks have a chain form of repeating modules of neural

network [37]. In standard RNNs, the structure of this repeating module is straightforward,

such as a single hyperbolic tangent layer (Figure 2.11).

However, in LSTM, each successive module consists of four layers that interact in a

highly unique manner (Figure 2.12).

The initial stage of LSTM involves determining the specific information that should be
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Figure 2.13: Cell of LSTM

Figure 2.14: Structure of gate of LSTM

discarded from the cell state. The cell state is a crucial component of the LSTM model

(Figure 2.13). The cell state propagates along the whole sequence, exhibiting little linear

interactions. The information traverses it without undergoing any alteration. The gates of

LSTM, a component of its architecture, regulate the manipulation of cell states by either

introducing or removing information. Gates comprise a sigmoid layer and a point-by-point

multiplication operation(Figure 2.14). The sigmoid layer determines the proportion of each

component that should be allowed to pass through. The sigmoid layer produces an output

that falls within the range of 0 and 1, where 0 means no information is going through and 1

means all information is going through. In the first step, the forget gate layer (Figure 2.15)

decides what information needs to be removed from the cell state.

f j
t = σ

(
bjf +

∑
k

U j,k
f xk

t +
∑
k

W j,k
f hk

t−1

)
, (2.17)

where bf , Uf , and Wf represent the biases, input weights, and recurrent weight for the

forget gates, respectively, xt is the current input vector, and ht is the current hidden layer
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Figure 2.15: Forget gate of LSTM

vector that contains the outputs of all the LSTM cells.

During the subsequent phase, the LSTM algorithm determines the specific data that

should be retained and stored within the cell state. This process is divided into two sections.

The input gate layer determines which values should be updated (Figure 2.16), and the

tanh layer creates a vector of new candidate values, C̃t, to update.

ijt = σ

(
bji +

∑
k

U j,k
i xk

t +
∑
k

W j,k
i hk

t−1

)
, (2.18)

C̃j
t = tanh

(
bjC +

∑
k

U j,k
C xk

t +
∑
k

W j,k
C hk

t−1

)
, (2.19)

where bi, Ui and Wi represent the biases, input weights, and recurrent weight for the

input gates, respectively. bC , UC , and WC are the biases, input weights, and recurrent

weights for the hyperbolic tangent layer to create the candidate values.

Based on the provided information, the cell state will be updated (Figure 2.17).

Cj
t = σ

(
f j
t ∗ C

j
t−1 + ijt ∗ C̃

j
t

)
, (2.20)

The output gate ojt that uses a sigmoid unit for gating stops the output hj
t of the LSTM

cell:
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Figure 2.16: Input gate of LSTM

Figure 2.17: Updated state of LSTM
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hj
t = tanh

(
Cj

t

)
ojt (2.21)

ojt = σ

(
bjo +

∑
k

U j,k
o xj

t +
∑
k

W j,k
o hk

t−1

)
, (2.22)

where bo, Uo andWo represent the biases, input weights, and recurrent weight for the output

gates, respectively.

2.3 Attention

Traditional neural networks, such as those built of RNN or LSTM, sometimes struggle

to effectively process and retain extensive amounts of information. These networks, com-

monly referred to as seq2seq models, are widely recognized for their proficiency in language

modeling. This network’s architecture has an encoder and decoder. The encoder converts

sequential data into a context vector of a fixed length. A major drawback of fixed-length

context vectors is that the network cannot recall long utterances. After processing a chain

of information or a statement, the model may forget the beginning. We can fix the problem

by incorporating into the model an attention mechanism.

An attention layer in deep learning is a method that enables models to selectively

concentrate on particular segments of the input sequence while making predictions or gen-

erating outputs. Attention mechanisms, initially popularized by the Transformer model,

have now become an essential element of many neural network topologies, particularly in

tasks related to natural language processing.

Basic Operation An attention layer fundamentally calculates attention scores for

every component in the input sequence. The scores ascertain the individual contribution

of each constituent to the final result. The attention scores are usually calculated using a

compatibility function that compares the current input element with the context or query

given by the model.
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Types of Attention The mechanism of attention can be categorized as follows:

1. Self Attention - Self-attention involves comparing the input sequence to itself in

order to calculate attention scores. Every individual piece within the sequence has the

ability to interact with and take into account other items within the same sequence,

thereby encapsulating the interconnections and associations present in the input. This

is also known as intra-attention [56].

2. Global Attention - During global attention or Inter-Attention, every element in the

input sequence of the data is compared to a different context vector. This enables

the model to choose to focus on various segments of the input sequence [30].

3. Local Attention - Local attention focuses the attention mechanism on only certain

areas surrounding each patch in the input sequence, resulting in lower computing costs

than global attention. This form of attention is primarily utilized in the network that

deals with the task of processing images [30].

4. Multi-Head Attention - Multi-head attention integrates various attention mecha-

nisms simultaneously, enabling the model to collectively focus on distinct segments

of the input sequence. This improves the model’s capacity to capture a wide range

of patterns and connections [56].
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Chapter 3

Related Work

3.1 Active region and Solar Flare Prediction

Solar flares, which involve high-energy charged particles and electromagnetic radiation, have

the potential to rapidly impact radio communication, the accuracy of Global Positioning

Systems (GPS), and the well-being of satellites and astronauts. Solar flares hold economic

significance, so measures have been implemented to mitigate or avert their detrimental

effects. The measures undertaken involve conducting research to comprehend the source,

mechanisms, and ramifications of solar flares, as well as creating solar flare prediction

technologies.

Studies on solar flares and their related energy release mechanisms indicate a strong

association between them and magnetic activity [41]. Therefore, to understand and forecast

solar flares, it is essential to analyze the magnetic field arrangement of the solar atmosphere.

While it is not possible to directly map the magnetic field in the corona, it is possible

to map the magnetic field in the photosphere. Previously, the majority of photospheric

magnetic field data only included the magnetic field’s line-of-sight component. The few

datasets that included the whole vector components either had temporal gaps or only

covered a portion of the solar disk. The Helioseismic and Magnetic Imager (HMI) on the

Solar Dynamics Observatory (SDO) has been consistently monitoring and documenting the

complete photospheric vector magnetic field since its launch in 2010 [47]. From the start

of its operation in May 2010, HMI has mapped the vector magnetic field every 12 minutes

98.44% of the time [17].

The majority of existing studies on solar flare prediction utilize photospheric magnetic
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field data to quantify active regions (ARs). When parameterizing, some researchers utilize

energy, helicity, currents, and shear angles [14,22,26,33], while some also use the magnetic

field topology [48] and others use the integrated Lorentz force exerted by an AR [11].

The primary objective of these parameterizations is to establish a correlation between

the behavior of the photospheric magnetic field and solar activity, often occurring in the

chromosphere and the transition area of the solar corona.

The precise nature of the link between the magnetic fields in the photosphere and the

corona during a solar flare is not fully understood. As a result, flare prediction has relied on

statistical and machine learning methods to identify correlations rather than on theoretical

models that could provide causal linkages [5].

The majority of machine learning methods have framed the problem as a binary classi-

fication task. In this task, an active region is classified as belonging to the positive class if

it results in one or more flares within a specified period and as belonging to the negative

class otherwise. Li et al. [28], Qahwaji et al. [42], Song et al. [51], Yu et al. [62], Yuan

et al. [63], Ahmed et al. [1] used nonlinear Machine Learning (ML) algorithms to forecast

solar flares. These studies were made using line-of-sight magnetic field data, solar radio

flux, or metadata (e.g., McIntosh class, sunspot number) to characterize their features.

Leka et al. [25] pioneered the utilization of vector magnetic field data for flare prediction

by employing data from the Mees Solar Observatory Imaging Vector Magnetograph. This

was done through the application of discriminant analysis, a linear classifier approach.

Other prediction models used so far include the superposed epoch analysis [31], statistical

analyses [4, 10], and support vector machine (SVM) [5,28,36].

The forecasting approaches often employ morphological or physical data derived from

active regions. Ongoing research aims to identify the optimal and efficient predictive param-

eters for training statistical or machine learning models. The idea of sunspots classification

as proposed by McIntosh et al. [32] led Lee et al. [24] to investigate the correlation between

sunspot classifications and solar flares. Based on the current data, it is understood that

the physical factors, such as the length of the neutral line [9], the gradient of the magnetic
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field [7], the highly stressed longitudinal magnetic field [18], the distance between active

regions and predicted active longitudes [18], and the Zernike moment of magnetograms [43],

enhance the prediction powers when utilized in predictive models.

Moreover, the changes in the physical parameters in active regions were analyzed by Yu

et al. [62], and Huang et al. [19]. In addition, Wheatland et al. [61] suggested that the past

occurrences of solar flares have a crucial role in forecasting future flares. Although all these

parameters were utilized, the data collected from active regions indicates that they were

largely similar to one another. Consequently, they did not exhibit superior performance

compared to other parameters in solar flare prediction models [3,26]. Obtaining the essential

predictive characteristics from ARs has emerged as a bottleneck to enhancing the precision

of solar flare prediction models.

There is a limited correlation between physical and morphological factors and solar

flares. One discipline in machine learning has gained traction due to the rise in computa-

tional capabilities and the ability to extract useful predictive parameters from data with

minimal human interaction. This discipline is known as deep learning [2, 16, 23]. There-

fore, Nishizuka et al. [35] introduced the Deep Flare Net (DeFN), a sophisticated neural

network, as a solution for predicting solar flares. This design employs manually computed

features extracted from automatically identified sunspots. The identification of sunspots

was achieved by establishing a threshold value of 140 G in accordance with the guidelines

specified by [36]. They assessed their findings by employing the operational setup, which

involved dividing the dataset into training and testing subsets based on chronological order.

They achieved a better TSS (True skill statistic) as compared to other machine learning

models like SVM, KNN (k-nearest neighbor), and ERT (extremely randomized trees).

Active regions undergo a transformation from their initial emergence to eventual disap-

pearance. They vanish either via dying out or by shifting beyond the visible surface of the

Sun. Changes in appearance are intricate spatiotemporal non-stationary processes since the

combined distribution of neighboring pixel values undergoes transformations in both space

and time [40]. These processes can be divided into deterministic and stochastic elements.
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Research in neural networks has investigated spatiotemporal prediction in the framework of

video classification and next-frame prediction. Modeling such features has been done using

Convolutional Neural Networks (CNN) [21] and Recurrent Neural Networks (RNN) [55].

3.2 Next Frame Prediction

Next-frame prediction combines two deep learning techniques, namely predictive learning

and image generation. In predictive learning, our objective is to simulate many potential

outcomes of the future by utilizing data from the past. Recurrent networks are employed

to collect patterns in sequence data and utilize them as a foundation for forecasting future

outcomes. In image generation, the process involves extracting attributes from an exist-

ing dataset in order to generate novel images. Autoencoders and Generative Adversarial

Networks (GANs) [13] are the prevailing networks utilized in image creation. The autoen-

coder consists of two components: the encoder and the decoder. The encoder processes the

image and converts it into a latent variable, while the decoder uses the latent variable to

reconstruct the original image. GANs consist of two components: the generator model and

the discriminator model. The generator model produces authentic-looking images, while

the discriminator categorizes both the generated images and the samples obtained from the

generator model as either true or fake.

Ranzato et al. [44] suggested use a recurrent model to forecast frames within a limited

domain of patch clusters. Subsequently, after the successful implementation of sequence-

to-sequence mapping in language modeling through the utilization of Long Short-Term

Memory (LSTM) networks, Srivastava et al. [54] adapted the approach to video prediction.

Shi et al. [50] pioneered the incorporation of the convolution operator into recurrent state

transition functions and put forth the concept of the Convolutional LSTM. With Con-

volutional LSTM as the base idea, Villegas et al. [57] and Patraucean et al. [39] created

recurrent models to utilize optical flow-guided properties. Kalchbrenner et al. [20] pro-

posed the concept of encoding the temporal, spatial, and chromatic structures of videos.
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The Video Pixel Network (VPN) demonstrated proficient predictions but with substan-

tial computational complexity. The PredNet model proposed by Lotter et al. [29] used

Convolutional LSTM units in a top-down and bottom-up approach to create next-frame

prediction of a video sequence. Wang et al. [58] implemented the zig-zag memory flow

into the Convolutional LSTM, hence enhancing its capacity to represent short-term video

dynamics.

The deep learning models mentioned above, which are designed for predicting future

frames, can be categorized into two architectures based on how they predict future images

or frames: sequence-to-one and sequence-to-sequence architecture. The first set processes

a series of images, ranging from time step t to t+ h, and generates a forecast of the subse-

quent time step, t+h+1, in the form of a frame or image. This architecture predominantly

emphasizes the spatial arrangement of the input frames. In the second category of archi-

tectural designs, known as sequence-to-sequence architecture, the model receives temporal

frames as input. Each frame at time step t is individually processed by the network, which

then generates a prediction for the subsequent time step, t + 1. This process is repeated

until the desired frame is reached at a specific time interval. This architecture largely

emphasizes temporal succession. Autoencoders are extensively utilized in both of these

architectural types.

The recurrent model developed by Villegas et al. [57] is an example of sequence-to-one

architecture that could predict up to 128 frames into the future. PredNet [29] is an example

of a sequence-to-sequence architecture that can predict up to five frames into the future.
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Chapter 4

Data

4.1 Data Description

We employ the data generated by the Helioseismic and Magnetic Imager (HMI) instrument,

which is installed on NASA’s Solar Dynamics Observatory (SDO). NASA’s Solar Dynamics

Observatory (SDO) is a satellite launched in 2010 as part of the Living With a Star (LWS)

program. Its purpose is to monitor and document the activities of the Sun. The satellite

is equipped with three instruments for monitoring the Sun. These are:

• The Atmospheric Imaging Assembly takes pictures of the Sun at the following wave-

lengths 94, 131, 171, 193, 211, 304, 335, 1600, 1700 and 4500 Å at a resolution of

4096×4096 pixels (approximately 1 arcsec).

• The Helioseismic and Magnetic Imager (HMI) which captures the oscillations and

magnetic field of the Sun with a resolution of 4096×4096 pixels (pixel size of 0.5

arcsec) [47].

• The Extreme Ultraviolet Variability Experiment (EVE) measures the Sun’s extreme

ultraviolet spectral irradiance from 1 to 1050 Å.

The Joint Science Operations Center (JSOC) at Stanford University, Lockheed Martin

Solar & Astrophysics Laboratory (LMSAL), and the Laboratory for Atmospheric and Space

Physics (LASP) at the University of Colorado, Boulder provide access to images generated

by the HMI, AIA, and EVE sensors.
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By the end of 2022, the number of refereed scientific papers utilizing data from SDO

exceeded 5,915. The significant scientific breakthrough can be credited to the spacecraft’s

and its instruments’ dependability since its launch more than a decade ago, the consistent

and high-quality data collected, the mission’s transparent data policy, and the easily ac-

cessible tools provided by various science data centers and institutions for researchers and

enthusiasts interested in studying the Sun [12].

4.1.1 HMI Instrument

The SDO/HMI is a space-based device created to replace the Michelson Doppler Imager on

the Solar and Heliospheric Observatory. This device quantifies the oscillations and magnetic

field of the Sun. Both measurements are obtained from the photosphere, yielding compre-

hensive full-disk photospheric vector magnetic field data. Data from HMI is processed at

JSOC. Documentation, tools, and APIs required for accessing and manipulating the data

held at JSOC are readily available to assist individuals in their research endeavors. APIs

like Astropy and Sunpy, specifically developed for the Python programming environment,

serve as valuable tools for researchers to manipulate data obtained from the HMI device.

Two camera configurations of the HMI instrument acquire complete views of the Sun’s

whole surface after the images have passed through a sequence of bandpass filters. Two

cameras generate a 12-filtergram every 45 seconds. One camera records the six polarization

states, while the other captures the right and left circular polarization for six distinct

wavelengths.

Prior to reaching JSOC, the filtergrams are initially transmitted to a ground station

located at White Sands, New Mexico. This takes place after the preprocessing of the

data at the satellite level. Additional processing is conducted at White Sands prior to the

transmission of the data to JSOC. Upon arrival to JSOC, the data is merged with the

satellite’s flight dynamics data to provide calibrated Level 1 filtergrams. These filtergrams

yield four distinct data products: continuum filtergrams, dopplergrams, Line-of-Sight (LoS)

data, and vector magnetograms. The LoS observables code is being used to calculate HMI
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observables, including the Doppler velocity and LoS magnetic field intensity. Couvidat et

al. [6] talk of an MDI-like algorithm for computing the LoS observables. The Line-of-Sight

magnetograms have a cadence of 12 minutes.

In a magnetogram, the presence of grey areas signifies the absence or weakness of a

magnetic field, whereas black and white areas indicate the presence of strong magnetic

fields. The practice of using the colors grey, black, and white is typically employed by as-

trophysicists. The regions with the darkest shades correspond to areas of ”south” magnetic

polarity, which indicates an inward-directed magnetic field going toward the center of the

Sun and having a negative value. Conversely, the whiter parts represent ”north” magnetic

polarity, indicating an outward-directed magnetic field moving towards us and having a

positive value.

From the time of the launch of the SDO mission, the HMI instrument has not stopped

working, producing approximately one terabyte of data per day. The times during which

the flow of data has paused include the eclipse of the Sun by the Earth, poor weather

conditions at the ground station, ground equipment failures, and maintenance.

4.2 Understanding the Data

To conduct the experiments, we compiled a dataset spanning from May 2010 to December

2018. This dataset was obtained from the preprocessed and publicly accessible dataset

provided by Galvez et al [12]. The preprocessing steps involved removing incorrect frames,

compensating for orbital changes and sensor deterioration, and reducing the image size from

its original dimensions of 4096× 4096 to 512× 512. The date range was chosen because it

covered almost one complete Solar Cycle which is Cycle 24, as shown in figure 4.1. We used

the LoS magnetograms portion, that is, the data obtained from the Helioseismic Magnetic

Imager (HMI).
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Figure 4.1: Graph of the number of sunspots for Solar Cycles ranging from March 1911 to

March 2021
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Chapter 5

Predicting Changes In a Fixed Area

of The Sun

5.1 Data Processing

In this section, we perform the experiment to answer the question, ”Could deep learning

models designed for solving next-frame prediction be adapted to predict the changes in

active regions and produce practical results better than conventional baseline approaches?”

To accomplish this, regions of size 96×128 centered above the equator were cut out of the

magnetograms as shown in figure 5.1.

Hence, while constructing a sequence of, say, 10 magnetograms, the absence of a sin-

gle magnetogram renders the sequence incorrect. The number of sequences that can be

generated from the dataset is determined by the specified number, as the sequence size is

arbitrary. For our studies, we utilize a sequence with a length of 10. We employed two

distinct scaling functions in conjunction with three varying time intervals during the data

processing. Thus, for each time interval, two different scaling methods were employed,

namely:

• Minimum-Maximum Normalization (Min-Max Norm) - Using the minimum and max-

imum values of the images to normalize them to 0 − 1 range as shown in equation

(5.1).

• Sigmoid Normalization (Sig-Norm)- Using the sigmoid function to normalize them to

0 − 1 range as shown in equation (5.2).
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Figure 5.1: Region cutout shown with the red rectangle
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The operations done on an image, X, in equation (5.1) and equation (5.2) are carried

out element-wise. Since the images are of size 96 × 128, the matrices returned in the two

equations are of the same size as the image. The value of k is set to be 0.03 in equation

(5.2). And the maximum pixel value of the images is known to be as high as 5000 [47];

therefore, b is set to be 5000 whilst a, representing the minimum value, is set to be −5000.

min max =
X− a

b− a
. (5.1)

sig norm =
1

1 + e−X∗k (5.2)

We applied different values of k in equation 5.2 to see how the data distribution was

affected. Two magnetograms were selected at random, one captured during the period of

solar minimum and the other at the period of solar maximum. We selected two values of

k, namely 0.01 and 0.001, with a step size of 0.01 and 0.001, respectively. To determine

the appropriate value for k, we analyze the graph depicted in the figures 5.2 and 5.3 by

focusing more on the graph from the solar minimum. In this case, we selected the value

of 0.03 due to its favorable bell-shaped characteristic and minimal impact on the extreme

values (0 and 1). However, when considering values ranging from 0.001 to 0.007, there was

no noticeable difference in the distribution of pixel values, as depicted in the figures 5.4

and 5.5.

Also, in processing the data, we used the following time intervals:

• input = 1 hour; output = 1 hour

• input = 3 hour; output = 3 hour

• input = 6 hour; output = 6 hour

To ensure that the sequence remains 10 frames long, we raised the frequency of the

dataset to 36 minutes and 72 minutes for the time intervals of 3-hour input; 3-hour output

and 6-hour input; 6-hour output correspondingly. For the 1-hour input; 1-hour output, we
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Figure 5.2: Plot of distribution of pixel values of the image from solar maximum after

transformation using k ranging from 0.01− 0.07.
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Figure 5.3: Plot of distribution of pixel values of the image from solar minimum after

transformation using k ranging from 0.01− 0.07.
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Figure 5.4: Plot of distribution of pixel values of the image from solar maximum after

transformation using k ranging from 0.001− 0.007.
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Figure 5.5: Plot of distribution of pixel values of the image from solar minimum after

transformation using k ranging from 0.001− 0.007.
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maintained the 12-minute cadence utilized in the original dataset. The dataset obtained

according to the aforementioned parameters yielded six distinct datasets for conducting

our experiment. Table 5.1 shows the number of sequences generated for each time interval.

Table 5.1: Number of Sequences

Input/Output Training Testing Validation

1 Hour / 1 Hour 161880 76457 17040

3 Hour / 3 Hour 39330 18442 4140

6 Hour / 6 Hour 9120 4050 922

Each dataset was subdivided into training, testing, and validation using contiguous

sampling figures as illustrated in figure 5.6. For example, for 1000 sequences generated, the

first 20 sequences are placed in the training portion, the next 5 in the validation portion,

and the next 10 after that in the testing portion, and the process repeats until all the 1000

sequences are partitioned. This was done to capture the changes on the Sun as it moves

from solar minimum to solar maximum in each partition and also prevent information

leakages from the testing portion into the training portion.

Figure 5.6: Contiguous Sampling from 2011 to 2013
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5.2 Models

5.2.1 Memory In Memory Network (MIM)

The Memory In Memory (MIM) Network is a type of RNN architecture that is also con-

sidered a sequence-to-sequence architecture. It was developed as a modification of Pre-

dRNN [58] to address issues such as the saturation of forget gates.

In order to address the issue of saturation, memory units are organized in a cascaded

manner, which also facilitates the representation of non-stationary changes. The MIM

network consists of two primary components: the non-stationary module (MIM-N) and the

stationary module (MIM-S), as depicted in figures 5.7 and 5.8 accordingly. The combination

of these two components creates the MIM block. The MIM-N module takes two consecutive

hidden states (H l−1
t and H l−1

t−1) as inputs and calculates the difference between them to

capture the non-stationary variations. This results in the production of Dl
t as depicted in

figure 5.7. In the MIM-S module, the output Dl
t from the MIM-N module is combined with

the previous outer temporal memory C l
t−1 to capture the approximation stationary changes

in spatiotemporal sequences.

The horizontally-transited memory is denoted by S and N , while the differential at-

tributes are denoted by D, and the memory cells are denoted by C. The subsequent

equations illustrate the computations occurring in MIM-N and MIM-S:

MIN-N

gt = tanh(Wxg ∗ (H l−1
t −H l−1

t−1) +Wng ∗N t−1
l + bg)

it = σ(Wxi ∗ (H l−1
t −H l−1

t−1) +Wni ∗N l
t−1 + bi)

ft = σ(Wxf ∗ (H l−1
t −H l−1

t−1) +Wnf ∗N l
t−1 + bf ))

N l
t = ft

⊙
N l

t−1 + it
⊙

gt

ot = σ(Wxo ∗ (H l−1
t −H l−1

t−1) +Wno ∗N l
t + bo)

Dl
t =MIM-N(H l−1

t , H l−1
t−1 , N

l
t−1) = ot

⊙
tanh(N l

t),

MIM-S
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gt = tanh(Wdg ∗Dl
t +Wcg ∗ C l

t−1 + bg)

it = σ(Wdi ∗Dl
t +Wci ∗ C l

t−1 + bi)

ft = σ(Wdf ∗Dl
t +Wcf ∗ C l

t−1 + bf )

St
l = ft

⊙
Sl
t−1 + it

⊙
gt

ot = σ(Wdo ∗Dl
t +Wco ∗ C l

t−1 +Wso ∗ Sl
t + bo)

T l
t = MIM-S(Dl

t, C
l
t−1, S

l
t−1) = ot

⊙
tanh(Sl

t),

Figure 5.7: Schematic of MIM-N [59]

The MIM network is formed by vertically arranging numerous MIM blocks to generate a

model for the spatiotemporal process and enhance the precision of predicting future frames.
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Figure 5.8: Schematic of MIM-S [59]
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The network configuration of the MIM blocks is illustrated in Figure 5.9. The preceding

hidden states H l−1
t−1 and H l−1

t are transmitted to the MIM block at a non-initial timestamp

t ̸= 1 and layer l ̸= 1 in order to provide the differentiated features for subsequent pro-

cessing. These states are shown by green arrows in figure 5.9. The spatiotemporal LSTM

(ST-LSTM) is employed for generating the hidden representations in the initial layer, as

there is no preceding layer. The non-stationarity of the sequence becomes more apparent

when temporally adjacent hidden representations are compared. This is because the spa-

tiotemporal dynamics in local areas are encoded into the hidden states through the bottom

ST-LSTM layer [59].

The MIM-N and MIM-S extract both stationary and non-stationary features, which are

then transmitted through the yellow arrows in figure 5.9. The MIM network generates a

single frame at a specific timestamp. The green arrows in figure 5.9 depict the diagonal

state transition patterns of hidden representations for differential modeling. The black

arrows in figure 5.9 depict the zigzag state transition patterns of the memory module. The

input to the network, as seen in figure 5.9, can be either the ground truth frame from the

input sequence or the frame generated at the prior timestamp [59].

5.2.2 Baseline

Due to the novelty of our investigation, we were unable to make comparisons with existing

research. Consequently, we employed a straightforward reference point to evaluate our

effort. Considering the intricate spatiotemporal patterns on the Sun’s surface, including its

rotation and magnetic field fluctuations, our approach is to use the previous input frame as

the predicted image for the output sequence. In short, we employed a no-change baseline

approach, wherein the predicted images remain identical to the previous input frame.
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Figure 5.9: A MIM network with two MIMs and one ST-LSTM. [59]
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5.2.3 Regression

In addition to the baseline, we employ the regression model to predict the spatial and

temporal variations of the Sun. In order to accomplish this, we select the first rows of the

sequences from the training set and subsequently train a regression model to establish a

mapping between the inputs (the first rows of each frame in the input sequence) and the

output (the first rows of each frame in the output sequence). Following this training, we

apply it to the first row of the input sequence of the test dataset. This process is repeated

for each row until the final row, resulting in a total of 96 rows.

5.3 Results

Initially, we implemented the no-change baseline on the testing part of each dataset. Then,

we trained both the regression model and the Memory In Memory (MIM) Network using

the training subset of each dataset. Finally, we compared the performance of both models

against each other. For evaluation purposes, we utilize the structural similarity index

measure (SSIM) [60] and the mean square error (MSE), averaging over their respective

test sets. The Mean Squared Error (MSE) measures the dissimilarity between the two

images, while the Structural Similarity Index (SSIM) offers a quantitative assessment of

the similarity between the two images. Consequently, a lower Mean Squared Error (MSE)

and a higher Structural Similarity Index (SSIM) imply a better prediction. The time

interval (cadence) between t = 1 and t = 2, as indicated in the results, is 12 minutes.

Consequently, when t is equal to 3 and 6, there is a time interval of 36 minutes, and this

pattern continues.

By modifying the batch size to 1, the total sequence length to 10, and the input length

to 5, while keeping all other parameters unchanged against those used by Wang et al. [59],

including the utilization of the L1 loss function, we conducted training using the MIM

network. The training process consisted of 170000, 160000, and 80000 iterations for 1-

hour, 3-hour, and six-hour time intervals respectively. This training was performed on a
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Figure 5.10: Sequence tested at different iteration step

single NVIDIA GeForce RTX 2080 Ti GPU. The entire training process took approximately

3 to 8 days to complete. The variation in the number of iterations arises from the difference

in the number of sequences accessible for each time period, with each iteration signifying

the traversal of a single sequence across the network. Figure 5.10 shows validation of the

network after 1000 and 5000 iterations during training of the network using the sig-norm

3-hour time interval dataset.

Also, the figures 5.10, 5.11, 5.12 and 5.13 shown have been color-coded with 1 being

white and 0 being black to help visualize the changes in images both in the ground truth and

the predicted one. The ground truths are presented in the first row, whilst the predicted

ones are shown in the second and/or third row.

Upon visual inspection in figure 5.12 for example, it can be seen that the sig-norm

images show good detail on what is happening and produced a good prediction visually,

though it performed poorly against the min-max Norm in all reported metrics.

Deep neural networks perform well when images are scaled to the range of 0 to 1. To

normalize the values in the images, which range from −5000 to 5000, we utilize the min-

max normalization technique. However, the pixel values are not uniformly distributed as

the majority of values fall within the range of 0.4−0.6. This gives rise to the issue of similar

values, particularly during the training phase when values are approximated. Consequently,

the network made a prediction that there was no activity in the image, resulting in the

prediction of pixel values that are close to the midpoint (0.5). In figure 5.11, which is the
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min-max norm for a time interval of 6 hours, this problem becomes more evident as the

network fails to make a good prediction. In this figure 5.11, gray images (almost no visual

changes) were predicted, which shows that the network predicted the images to have pixel

values within a very small range. This led to the application of sig-norm (equation(5.2))

to help solve this issue. Based on the results as seen in Figure 5.12, that is, sig-norm for

the 6-hour time interval, sig-norm helps solve this issue in normalization.

For the results obtained for the MIM network in tables 5.2, 5.3, and 5.4, the SSIM for

the min-max norm is close to 1 and shows slight improvement over the baseline. However,

in their corresponding MSEs, there is over 43% improvement.

Regarding the regression model used, it demonstrates superior performance compared

to the baseline model in both Mean Squared Error (MSE) and Structural Similarity Index

(SSIM). However, when compared to the MIM model, it only outperforms in terms of

MSE. The reason for the strong performance in MSE can be related to the regression

model’s objective of minimizing the mean square error, while the MIM aims to minimize

the L1 error. A marginal disparity in performance is observed in table 5.4, where the

regression model outperformed MIM in SSIM by a difference of 0.0002. Figure 5.13 displays

a prediction generated using the trained regression model. This image depicts the identical

test sample as seen in figure 5.12. Figure 5.12 provides greater detail, particularly in the

higher regions and the sunspot area located at the bottom right of the predicted images.

Since the MIM network was created and trained for perceptual tasks, it shows this

characteristic in the SSIM metric, where it did better than the baseline and the regression

model in almost all the results.

In figures 5.11 and 5.12 for the 6-hour interval, the test sample captured a sunspot.

From the ground truth row in all the figures, it can be seen that the sunspot is moving

towards the right (rotation of the Sun). This non-stationarity is captured by the MIM

network, and it is seen in the row showing the predicted images.

In the SSIM and MSE metrics under sig-norm in tables 5.2, 5.3 and 5.4, the MIM

network and the regression model did well not to deviate by higher margins as the time
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intervals were increased.

Table 5.2: One Hour Input to Predict the Next One Hour

Model
Min-Max Norm Sig Norm

MSE SSIM MSE SSIM

Baseline 4.52e-05 0.9927 0.0408 0.2845

Reg Row-Row 2.23e-06 0.9979 3.18e-03 0.4930

MIM 9.62e-06 0.9982 0.0145 0.5778

% Improvement

Against Baseline

Reg Row-Row 95.1 0.52 92.2 73.3

MIM 78.7 0.55 64.5 103.1

Table 5.3: Three Hour Input to Predict the Next Three Hour

Model
Min-Max Norm Sig Norm

MSE SSIM MSE SSIM

Baseline 6.09e-05 0.9914 0.0502 0.1404

Reg Row-Row 3.44e-06 0.9969 3.97e-03 0.3898

MIM 1.51e-05 0.9973 0.0182 0.4478

% Improvement

Against Baseline

Reg Row-Row 94.4 0.55 92.1 177.6

MIM 75.2 0.60 63.7 218.9
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Table 5.4: Six Hour Input to Predict the Next Six Hour

Model
Min-Max Norm Sig Norm

MSE SSIM MSE SSIM

Baseline 3.13e-05 0.9949 0.0427 0.1274

Reg Row-Row 2.61e-06 0.9975 4.01e-03 0.3135

MIM 1.76e-05 0.9973 0.0184 0.3668

% Improvement

Against Baseline

Reg Row-Row 91.7 0.26 90.6 146.1

MIM 43.8 0.24 56.9 187.9

Figure 5.11: MIM: Min-Max Norm - Input: 6 Hour Output: 6 Hour

Figure 5.12: MIM: Sig Norm - Input: 6 Hour Output: 6 Hour

Figure 5.13: Regression: Sig Norm - Input: 6 Hour Output: 6 Hour
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Chapter 6

Predicting Changes In Active

Regions In Tracked Areas of the Sun

6.1 Data Processing

To capture the changes taking place in the active regions and prevent the network from

focusing only on the sun’s rotation, as seen from the results in Chapter 5, we leverage the

knowledge of the 3D viewing geometry and the Sun’s rotation to preprocess the data to

remove the Sun’s rotation. To create the sequence, we start by tracking regions as they

appear on the visible sun disk from the far left to the right. These regions are above and

below the equator, spanning 40◦ in longitude and 30◦ in latitude (0◦ to 30◦ both north

and south). A sequence to be considered must have at least one sunspot in the region

as it moves to the middle of the sun. These regions are warped into a rectangular area.

Looking at these regions forming the sequence, one will see the active regions or sunspots

not moving to the right as the Sun rotates; rather, it will be seen that the active regions

in these images are shrinking or expanding. This is similar to following the region with a

camera right on top of it. The criteria used in generating and selecting the sequences are

as follows:

1. A sequence spans 36 hours, the time from the first input frame/image to the target

frame.

2. The temporal distance between subsequent images is 6 hours.

3. For a sequence to be considered, no intermediate frames must be missing after sam-
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pling. If there is, we go into the future or past 24 minutes to find the closest frame

to replace the missing one.

4. The region being tracked spans 40° in longitude and 30° in latitude (0° to 30° both

north and south).

5. The frame before the target frame (the last input frame) must have an active region

or part of an active region to be evaluated as a valid sequence. This is the frame

located in the middle of the sun.

6. The time difference from one sequence to the next subsequent sequence to be gener-

ated is 1 hour if the previous sequence is valid and 12 minutes if it is not.

With this criteria, each sequence had six images. From the northern part of the sun

above the equator, 28,506 sequences were generated, and for the south, 22,639 were gen-

erated (approximately . 26% (5,867) more sequences in the north than in the south). In

total, there are 51,145 sequences (6.1G). Sequences from the south and the northern data,

partitioned by years, were used for training. The partitioning was done using this criterion:

2010–2012 as one group, 2013–2015 as another, and 2016–2018 as the last group. Using

k-fold cross-validation, one group was left out to be used for testing. The results presented

are the average of the three runs across the dataset while keeping the data generated from

the south constant throughout the training. Logarithmic scaling is applied to the images

using the following formula, and sign returns 1 or -1 for each pixel value, whether it is

positive or negative, respectively:

Log scale = sign(x) ∗ loge
(
1 +

|x|
ϵ

)
where ϵ = 10

(6.1)

The Log scale has been applied to the pixel intensity values, ranging from -5000 to 5000,

as shown in 6.1 and 6.2 for different values of ϵ. From the graph, ϵ = 1e1or10 provides a

good non-linear characteristic where it starts to saturate after 2000 and -2000 marks while
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Figure 6.1: log scale with ϵ with positive exponents

Figure 6.2: log scale with ϵ with negative exponents
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also providing a reasonable range. It also offers a sharp rise or a reasonable deviation from

the zero mark as pixel values move in the negative or positive direction.

6.2 Model

6.2.1 Baseline

For the baseline, we use the copy-last-frame methodology. Here the last input frame, the

fifth frame of the input sequence, is used as the predicted frame.

6.2.2 Convolutional Neural Network (CNN)

Building The CNN

To build the CNN model to predict the target image, we begin by stacking convolutional

layers on top of each other to generate a deep convolutional network (Deep CNN). Each

layer has a different number of 3× 3 convolutional filters, followed by the ReLU activation

function. The padding parameter is set to ’same’ with a constant stride of 1. The final

or output layer has the same 3 × 3 filter, but the activation function is linear, with stride

being one and the number of filters set to 1. With padding set to ’same’ and stride as 1,

during convolution with the filters, the input to the layer is padded with zeros evenly to

the left/right or up/down to maintain the size after convolution. Therefore, the size of the

input to the CNN is the same as the output. The architectural diagram for the Deep CNN

is shown in figure 6.3.

Adding Skip Connections and dropout

Skip connections, also known as residual connections, allow the flow of data from one

layer of the network to the latter layers. This also allows the flow of gradients during

backpropagation to bypass some intermediate layers and flow to earlier layers. This helps

to solve problems such as vanishing gradients or optimization difficulties associated with
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Figure 6.3: Deep CNN with each layer showing the number of filters, size of each filter,

and the activation function applied
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training very deep neural networks. Also, it helps in preserving and allows for the transfer

of important features from layers close to the input layer to the latter layers [15].

Dropout is one of the regularization techniques used in deep learning to prevent over-

fitting. The primary concept underlying dropout is to incorporate randomness or unpre-

dictability throughout the training process, compelling the network to acquire more resilient

and generalized representations of the data. This is accomplished by randomly deactivating

a certain proportion of neurons in a layer during training, a process known as ”dropping

out.” This implies that the outputs of these neurons are temporarily omitted during both

the forward and backward passes of the training process [53]. We applied dropout after

each convolutional layer except the last or output layer, and a skip connection was incor-

porated after every two hidden layers, as shown in figure 6.4. A dropout rate of 0.3 was

used.

Cascading - Using sub-networks

In Next Frame prediction, one technique used to predict the image at the timestep tn is

to train the model to predict the frame at the timestep tn. Subsequently, to do this for

the image at timestep tn+1 is to iteratively pass the next predicted image as the input

to the model. From this technique, it can be seen that moving from one timestep to

another involves a pass through the same model. Therefore, in between each subsequent

image in the training process lies the model, which we refer to as a sub-network. Taking

this concept, instead of training iteratively, we build sub-networks sandwich between the

subsequent images, as shown in figure 6.5 in a cascading fashion. With this, the images in

the input sequence are not concatenated along the channel axis rather, they are added at

the input and output layers of the sub-networks. Ŷ4 is the final output or the predicted

image. Each subnet is composed of the architecture shown in figure 6.3.
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Figure 6.4: Skip Connection
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Figure 6.5: Cascading Networks
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CNN - Training

The CNN model is trained end-to-end with an input of size 64× 80 to generate an output

of the same size. The input is a sequence consisting of five images/frames. These images

are concatenated along the channel axis and feed into the network. A batch size of 32 is

used. The model is complied with Adam as the optimizer with a learning rate of 0.0001

and the loss function as Mean Squared Error. The model is trained on NVIDIA GeForce

RTX 2080 Ti GPUs.

6.2.3 Loss and Metrics

The following equations were incorporated into the model as the loss function, either by

themselves or a combination of them for training. y is the target image, and ŷi is the

predicted image, and n is the number of samples or batch size.

Mean Squared Error (MSE) is used both as a metric and a loss function in equation

6.2.

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (6.2)

Structural Similarity Index Measure (SSIM) is a commonly used metric for evaluating

the similarity between two images. It evaluates an image’s perceived quality based on

its luminance, contrast, and structural information, imitating the attributes of the human

visual system [60]. It is used as a metric, as shown in equation 6.4, and as a loss function

weighted by 0.5, as shown in equation 6.3.

SSIM loss = 0.5× (1− SSIM) (6.3)
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SSIM =
(2µxµy + C1) · (2σxy + C2)

(µ2
x + µ2

y + C1) · (σ2
x + σ2

y + C2)

c1 = (K1L) and c2 = (K2L)

K1 = 0.01, K2 = 0.03

x = yi, y = ŷi

(6.4)

µx and µy represent the means of the two compared images.

σx and σy represent the standard deviations of the two compared images.

σxy represents the covariance between the two images.

C1 and C2 are constants to stabilize the division with a weak denominator.

Mean Absolute Error (MAE) is used only as a loss function as shown in equation 6.5.

MAE =
1

n

n∑
i=1

|yi − ŷi| (6.5)

Image Gradient represents the rate of change of pixel intensity in an image. The image

gradient computation is commonly performed by employing differential operators, such

as the Sobel, Prewitt, or Scharr operators. These operators provide an approximation of

the derivative of the image intensity function in relation to spatial coordinates. These

operations are used on the image to calculate the magnitude and direction of the gradient

at each pixel.

NX and NY are the magnitudes of the gradient of the target image in the x (horizontal) and

y (vertical) directions, respectively, while MX and MY are the magnitudes of the gradient

of the target image in the x (horizontal) and y (vertical) directions, respectively (equation

6.6). Gradient Difference Magnitude (GradDiffMag or gd) is the distance between the

gradients of the target image and the predicted image (equation 6.7), while Gradient Mean

Squared Error (GradMean or gm) is the mean squared error between the gradient of the

target image and the predicted image (equation 6.8). gd and gm are both used as loss

functions.
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NX , NY = Grad(Yi)

MX ,MY = Grad(Ŷi)
(6.6)

gd =
√∑

((NX −MX)2 + (NY −MY )2) (6.7)

gm =
(NX −MX)

2 + (NY −MY )
2

n
(6.8)

6.3 Results

6.3.1 6-hour Prediction

For this experiment, we trained the Deep CNN and Cascading CNN models to predict the

changes in the active region after 6 hours. From the table 6.1, Cascading CNN outperforms

the baseline in terms of MSE and SSIM by approximately 40% and 21%, respectively.

Figure 6.6 shows a prediction made by the baseline, shown as last input, and the prediction

made by the Cascading Model, shown as predicted. The blue and red areas show the active

region as captured by the area under observation. Despite the performance of the Cascading

Model based on the metrics reported, predictions from the Cascading Model look blurry,

which is one of the problems convolutional models suffer from as they try to minimize the

loss function, which in this case, is MSE. The prediction of the baseline looks sharper.

Since a more significant portion of the target image has pixel values around zero, the

model focuses on minimizing these errors and therefore makes good predictions in these

areas but fails to produce sharper images around the active regions. This can be seen in

figure 6.7, where regions having zero pixel values are mostly blue in the predicted image by

the Cascading Model. The Difference plot 6.7 shows the absolute difference between the

baseline prediction and the target image and between the Cascading model prediction and

the target image.
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Table 6.1: Predicting the Next Six Hours. (% Improvement is made in comparison to the

baseline)

Model MSE(10−2)
% MSE

improvement
SSIM

% SSIM

improvement

Copy Last Frame (Baseline) 35.82 0 0.4596 0

Deep CNN 21.61 39.67 0.5508 19.84

Cascading CNN 21.4 40.26 0.5545 20.65

Figure 6.6: Baseline vs Predicted Image from cascading CNN
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Figure 6.7: Absolute Difference - Baseline vs Predicted Image from cascading CNN
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6.3.2 12-hour Prediction

To predict the next 12 hours after the last input image, we regenerated new sequences

using the same criteria as used in generating the sequences for the experiment carried out

in Section 6.3.1 except in this case, the target image is 12 hours ahead of the last input

image. Table 6.2 shows the results obtained. The architecture of the Cascading CNN model

shown in table 6.2 is the same as the one shown in figure 6.5, which was used in Section

6.3.1. The only change was the loss function used in training the model. The loss function

is specified in the parenthesis in table 6.2 under the Model column. gm mae ssim loss

function is a linear combination of gm, mse and ssim loss functions, as shown in equation

6.9 while mse ssim is the linear combination of mse and ssim as shown in equation 6.10.

gm mae ssim = 0.1 ∗ gm+mae+ ssim loss (6.9)

mse ssim = mse+ ssim loss (6.10)

From the table, Cascading CNN (MSE) with MSE as the loss function outperformed the

baseline in MSE by approximately 44.43% while Cascading CNN trained with mse ssim as

the loss function outperformed the rest by 37%. The prediction made by Cascading CNN

shown in figure 6.8 is much blurrier compared to the prediction made by the same model

for predicting the next six hours in figure 6.6 even though it shows a higher percentage

improvement in MSE and SSIM. To improve on the blurriness of predictions, we incorpo-

rated gradient information and the structural similarity index of the image as part of the

loss function. Our experiment shows that adding gradient information and/or SSIM to the

loss function improves the perceptual metric for the prediction, but the mean squared error

degrades slightly. So while there was a significant improvement in SSIM for the models

using gm mae ssim and mse ssim, MSE degraded by less 1%.

Also, the difference image in figure 6.9 shows the absolute difference between the tar-

get and the predictions for the baseline and Cascading CNN (MSE) model, respectively.
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Table 6.2: Predicting the Next 12 Hours. The loss function used is shown in parenthesis

for Cascading CNN. (% Improvement is made in comparison to the baseline)

Model MSE(10−2)
% MSE

improvement
SSIM

% SSIM

improvement

Copy Last Frame (Baseline) 45.43 0 0.3651 0

Cascading CNN (mse) 25.06 44.84 0.4889 33.91

Cascading CNN (gm mae ssim) 25.14 44.66 0.4921 34.78

Cascading CNN (mse ssim) 25.29 44.33 0.5002 37.00

Though the predicted image by Cascading CNN (MSE) is less blue (zero), it can be seen

that the central area, which contains the active regions, is less red than the prediction of

the baseline. The red color shows areas whose absolute difference between the target image

and prediction is above 1. Figure 6.10 shows the histogram for the predicted images shown

in figure 6.8. The histogram for the predicted image by Cascading CNN (MSE) shows that

the model predicted a high number of pixels with an intensity close to zero. This is evident

in the blurriness of the predicted image shown in figure 6.8.
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Figure 6.8: Baseline vs Predicted Image from the model with MSE as loss function
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Figure 6.9: Difference - Baseline vs Predicted Image from the model with MSE as loss

function
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Figure 6.10: Histogram - Baseline vs Predicted Image from the model with MSE as loss

function
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Chapter 7

Conclusion and Future Work

In this work, we show that it is possible to model the spatiotemporal changes in active

regions on the sun by using deep neural networks. The spatiotemporal changes, as seen in

this work, can be grouped into two categories:

1. Changes of active regions as the Sun rotates: Predicting Changes In a Fixed Area of

The Sun

2. Evolution of the active regions: Predicting Changes In Active Regions In Tracked

Areas of the Sun

In general, we can conclude from the results obtained that

1. We can predict the changing magnetic field in Active regions on the Sun in a data-

driven approach

2. Using exponential/logarithmic scaling helps the trained model to produce good pre-

dictions

3. By modeling solar rotation as part of the data preparation stage, there was an increase

in the baseline performance

4. By incorporating information on the Sun’s rotation into the sequence, we can predict

further into the future compared to predicting changes in the active regions within a

fixed area.

Not only can our proposed deep neural networks capture the sun’s rotation, but they

can also capture the changes in the active regions.
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In Chapter 3, we discussed the advancements that have been made in Next-Frame

prediction and the various techniques employed in training the various models to predict

the next timestep. Also, we showed the work that has been done in solar flare predictions by

the Astrophysics community and how it has been found that there is a correlation between

solar flare occurrence and the magnetic activity of active regions or sunspots on the sun.

From Chapter 4, we described the data used in our work and how it was originally

obtained. We explore the different instruments on board NASA’s Solar Dynamics Obser-

vatory (SDO), which is a satellite that has been studying the sun since the early part of

2010. The data used in this work is obtained from the Helioseismic and Magnetic Imager

on SDO, which has been preprocessed and cleaned by Galvez et al. [12] and downsampled

to be used by machine learning researchers. This data span the year 2010 to 2018.

In Chapter 5, we applied three different models, namely:

1. Baseline (No change/Copy Last Frame)

2. Regression

3. Memory in Memory

to capture the changes of active regions with respect to the Sun. In our investigation,

we discovered that scaling methods such as Min-Max Normalization, normally used in

deep learning, cannot be applied to HMI data. We proposed the sigmoid normalization to

scale the data for training. Using this scaling, it was found that it helps machine learning

models predict images that are visually good evaluated using the Structural Similarity

Index Measure (SSIM) metric.

In the final chapter, that is, Chapter 6, we proposed another scaling method called log

scale and a deep neural architecture called Cascading CNN that can predict the changes

occurring in active regions. Also, we concluded that the addition of the gradient information

and structural similarity index between the target image and the predicted image can help

to produce good images perceptually, though this caused a slight drop in the performance

of the model in terms of Mean Squared Error (MSE).
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Modeling the spatiotemporal changes on the Sun is a challenging task, as evidenced

by our results obtained so far. Though this work begins the exploration of predicting the

changes in active regions in a data-driven fashion, we believe these two ways can be used

to improve on modeling the active regions on the sun:

1. Super Resolution: Super-resolution techniques based on deep learning have made

great strides recently, yielding images with high fidelity that are on par with or

better than those derived from more conventional interpolation techniques. They are

now indispensable tools for improving image quality in a wide range of applications,

helping to advance decision-making, analysis, and interpretation of images across

various sectors. Currently, most of the images generated are blurry, especially as

we predict further into the future. By post-processing these images through models

designed for super-resolution, we believe these can help produce sharper images.

2. Incorporating Data from Other Instruments from SDO: Galvez et al. [12] in their

work on developing a dataset fit for machine learning algorithms, they showed that

there exists not only a correlation between the physical properties of data from the

Atmospheric Imaging Assembly (AIA) and HMI but that a deep convolutional neural

network can be trained to translate HMI observables to AIA observables. Combining

data from these different sources can improve the predictions made by deep neural

networks since neural networks do well when there is more data (data-hungry models).

3. Penalizing the Model for Overestimation: The model tends to predict more pixels

with values lying close to zero as seen in figure 6.10. By formulating a loss function

or model (e.g. GANs), we can constrain the model not to predict changes in active

regions outside the normal distribution of active regions and therefore produce good

predictions.
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Chapter 8

Appendix

8.1 Intuition behind the baseline and what a simple

CNN tells us

Looking at the copy-last-frame method being used as the baseline, it assigned a weight of

zero to all input frames except the last frame, which received a weight of 1. The predicted

frame can be shown mathematically in the equation 8.1, where x is the sequence

Predicted Image : Ŷ = 0 ∗ xi + 0 ∗ xi+1 + 0 ∗ xi+2 + . . .+ 0 ∗ xn−1 + 1 ∗ xn

where n is the number of the input frames
(8.1)

Now, to answer the question, ”How does a CNN assign weights to the input frames

to minimize the MSE error?”, we train a CNN with one hidden layer. The hidden layer

is a convolutional layer with one filter of size 1 × 1 and padding ’same’. The number of

parameters for this CNN equals the size of the input channel or the sequence length plus

a bias. The learned weights for each image in the input sequence are plotted in figures 8.1

and 8.2.

In figure 8.1, we generated sequence as discussed in chapter 6, but in this case, we used

the sequences for the region under observation for one complete rotation, that is, when

the region appears on the left and transitions on the visible sun disk then vanishes on the

right and reappears again after approximately 13 days. Therefore, the input sequences

containing 19 images each were used to train the CNN model to predict the region under

observation after it reappeared on the visible sun disk. From the figure, we can see that

the model assigned the highest score or weight to the region closest spatially to the target
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image (that is, ’0’ on the x-axis). The second highest weight was given to the image closest

to the target image in terms of time.

Figure 8.1: Using sequence generated from one complete rotation

In another experiment, we trained the CNN model using the sequences generated in

Chapter 6, and the model assigned the highest score to the image closest to the target

image. Each sequence was subdivided into sub-sequences of six images each. The CNN

model was trained with these sub-sequences where the first five images of each sub-sequence

were used as input and the last as output. While the baseline assigns one to the last input

image and zero to the others, the CNN model assigned the highest weight to the last input

image and the second highest weight to the image before the last input image. This shows

that though the last input is essential to the prediction, other information can be captured
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from previous timesteps. This is shown in figure 8.2.

In these two experiments, the CNN model outperformed the baseline in MSE and SSIM

but failed to outperform the baseline in SSIM for the first experiment. From this observa-

tion, the CNN model learns about the spatial and temporal properties of the input sequence

and assigns weights to them accordingly.

Figure 8.2: Using five previous time steps
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8.2 Machine Learning Models and Deep Neural Net-

works

Several machine learning models and deep neural networks have predictive capability. We

handpicked a few of them and trained them to predict the next image after 6 hours. The

criteria used to generate the sequence is the same as in chapter 6, but in this experiment,

the input sequences comprise only one image used to predict the image at the next timestep.

The following models were trained and compared against each other using MSE and SSIM

metrics:

• Copy Last Frame Baseline - This model used the input image as the predicted image.

• AfnoNet/FourCastNet - We used the model proposed by Pathak et al. [38], which is

a modified form of vision transformer that uses an Adaptive Fourier Neural Operator

(AFNO) as an efficient token mixer.

• Autoencoder - This is composed of the decoder part - three blocks, each comprising of

2 convolutional layers followed by a max-pooling layer, and the encoder part - three

blocks, each comprising of 2 convolutional layers followed by an upsampling layer.

• CNN - A convolutional neural network comprising two hidden layers with 3 × 3

filters and the number of filters as 8 and 16 for the first and second hidden layers,

respectively.

• MLP - This is a sequential model composed of four dense layers.

• Regression - We used the same regression model and the methodology used in training

the regression model in Chapter 5.

• UNet - This model is similar to an autoencoder, but residual connections exist between

the encoder and the decoder. Ronneberger et al. proposed this model [46].
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Table 8.1: Results of Different Machine Learning Models (% Improvement is made in

comparison to the baseline)

Model MSE (10−2)
% MSE

Improvement
SSIM

% SSIM

Improvement

Copy Last Frame (Baseline) 35.99 0 0.4796 0

AfnoNet 23.60 34.4 0.5502 14.7

Autoencoder 25.53 29.1 0.5196 8.3

CNN 24.46 32.1 0.5386 12.3

MLP 40.25 -11.8 0.2835 -40.9

Regression 26.30 26.9 0.5187 8.2

Unet 35.69 0.9 0.3565 -25.7

From the results shown in the table, though AfnoNet outperforms all the others in

terms of MSE and SSIM, it is to be noted that AfnoNet is enormous in terms of parameters

compared to the others and also computationally expensive to train. CNN came out as the

second best. We decided to pursue our investigation using this model since it has significant

room for improvement and is computationally inexpensive to train in terms of time and

resource utilization.
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