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ABSTRACT 

 

Density functional theory (DFT) is a widely used computational method for studying 

electronic structures of atoms, molecules, and solids. It provides an exact theory for obtaining 

ground state energy from the ground state density. However, since the exact exchange-correlation 

functional remains unknown, approximate exchange-correlation functionals called approximate 

density approximations (DFAs) are used. 

 The foundation of many DFAs is the local spin density approximation (LSDA). It serves 

as the starting point for constructing various DFAs. However, DFAs are prone to self-interaction 

errors (SIE) due to the improper cancellation of the approximate exchange energy and the Coulomb 

energy. This issue impacts the accuracy of the results obtained with DFAs. One way to address 

this issue is using one-electron self-interaction correction (SIC) methods. A well-known example 

of the one-electron SIC methods is the Perdew and Zunger SIC (PZSIC). The one-electron SIC 

schemes require localized orbitals to avoid the size-extensivity problem, and one choice of such 

orbitals is the Fermi Löwdin orbitals (FLOs). The Fermi Löwdin orbital SIC (FLOSIC) code is an 

implementation of various SIC schemes using FLOs, allowing researchers to utilize SIC methods. 

This dissertation provides an overview of DFT and SIC methods, development of new SIC 

schemes, and evaluates the performance of these methods using standard benchmarks datasets and 

different applications. This thesis introduces simplification of FLOSIC scheme to expedite SIC 

calculations by performing SIC calculations on a select set of orbitals. This approach, which we 

called vSOSIC, provides comparable performance to PZSIC that applies SIC to all orbitals for a 

wide range of properties. We conducted a study on the effect of SIE in the spin-state gaps of four 

octahedral Fe(II) complexes. The removal of self-interaction was found to be crucial for obtaining 

accurate spin-state gaps as regular DFA calculations perform poorly in this context. The locally 

scaled SIC method (LSIC) demonstrated good performance, exhibiting a mean absolute error 

comparable to CCSD(T) when compared to diffusion Monte-Carlo (DMC) data. Accurately 

describing spin-state gaps through efficient computations is valuable for modelling novel devices 

in technology, such as molecular switches. 

Furthermore, the initial LSIC calculations were perturbatively on top of optimal PZSIC 

calculations. Subsequently, the full self-consistency of the LSIC method was developed, and it 

was demonstrated that LSIC’s good performance is maintained in the full self-consistency method. 
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This confirms that the LSIC method exhibits comparable accuracy to higher-level density 

functionals.  
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CHAPTER 1: INTRODUCTION TO BACKGROUND THEORY 

 

 Chapter 1 mainly introduces Density Functional Theory (DFT), starting with the 

Schrödinger equation, which describes the single-electron behavior in quantum mechanics (QM).  

QM in real applications requires the many-body description of the electrons. This subchapter 

provides a brief introduction to two approaches that are used to study many-electron systems: the 

first theory is the Hartree-Fock (HF), and the second is Kohn-Sham (KS) DFT. KS-DFT reduces 

the cost of the 𝑁 electron problem to 𝑁 ∗ 𝑀3 grids. These theories provide a reasonable balance 

between accuracy and computational cost for atoms, molecules, and solids.  

 

1.1 SCHRÖDINGER EQUATION 

 

The Schrödinger equation holds fundamental importance in describing the quantum 

mechanical behavior of particles in analogous to how Newton’s equations of motion describe the 

behavior of particles in classical mechanics. Measurable properties in classical mechanics include 

position, velocity, momentum, kinetic energy, potential energy, total energy, and force. To 

determine these properties, one must solve the differential equations derived from Newton’s laws. 

In the case of quantum mechanics, the Schrödinger equation must be solved, yielding the system’s 

wave function (WF). The WF provides information on properties such as total energy, kinetic 

energy and some others [1]. The one-particle time-independent Schrödinger equation is expressed 

as follows,  

 

−
ℏ2 

2𝑚
 ∇2𝜙(𝑟)  + 𝑉(𝑟)𝜙(𝑟) =  𝐸𝜙(𝑟),                                      (1.1.1) 

 

ℏ is Planck's constant, 𝑚 is the particle mass, 𝑉(𝑟) is the potential, and 𝜙(𝑟) is the WF of a 

particular system (e.g., electron).  Eq. (1.1.1) is an eigenvalue problem with a constant energy 𝐸, 

which is composed of eigenenergies that correspond to electronic structure of the system at a given 
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energy state. Eq. (1.1.1) represents the time-independent Schrödinger equation whose Hamiltonian 

operator is constructed as follows, 

 

𝐻̂ =  −
ℏ2 

2𝑚
 ∇2 + 𝑉(𝑟),                                                   (1.1.2) 

 

Eq (1.1.4) involves the components such as the kinetic energy (KE) operator (𝑇̂) and potential 

operator (𝑉). 𝐻̂ operator provides the total energy of the system based on its WF. According to the 

uniqueness theorem, a given differential equation will have a unique solution. Therefore, each 

atom, molecule or solid will have a unique electronic configuration that corresponds to a specific 

WF. Observables can be obtained by the expectation value as ⟨ϕ| 𝐻̂ |𝜙⟩ = 𝐸 in bra-ket notation. 

 

1.1.1 MANY-BODY SCHRÖDINGER EQUATION  

 

A quantum system description depends on the number of nuclei and electrons [2].  The 

simplest example is the hydrogen atom which has one electron and one proton. Using Eq. (1.1.2) 

for hydrogen provides,  

 

𝐻̂ =  −
ℏ2 

2𝑚𝑛
 𝛻𝑛

2  −
ℏ2 

2𝑚𝑒
  𝛻𝑒

2  −
𝑒2

4𝜋𝜖0

1

|𝑟𝑛−𝑟𝑒|
 ,                            (1.1.1.1) 

 

the last term of Eq. (1.1.1.1) is an attractive potential between proton-electron (𝑉𝑒𝑛(𝑟) =

 −
𝑒2

4𝜋𝜖0

1

|𝑟𝑛−𝑟𝑒|
). Generally, a system contains 𝑀 nuclei with mass 𝑀𝐼 at position 𝑅⃗⃗𝐼, and  𝑁 electrons 

with mass 𝑚𝑒 at position 𝑟𝑖.  The Hamiltonian for a collection of non-interacting electrons and 

protons is, 

 

𝑇̂ =  − ∑
ℏ2

2𝑀𝐼
𝛻𝐼

2𝑁
𝐼 − ∑

 ℏ2 

2𝑚𝑒
𝛻𝑖

2𝑁
𝑖 ,                                       (1.1.1.2) 

𝑉(𝑟) = 𝑉𝑒𝑒 + 𝑉𝑛𝑛 + 𝑉𝑒𝑛 ,                                             (1.1.1.3) 
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𝑉𝑒𝑒 represents the Coulomb interaction among electrons, 𝑉𝑒𝑛 denotes the Coulomb interaction 

between electrons and nuclei, and 𝑉𝑛𝑛 corresponds to the nuclei-nuclei Coulomb interaction. These 

are defined as follows,  

 

𝑉𝑒𝑒 =  
1

2
∑

𝑒2

4𝜋𝜖0

1

|𝑟𝑖−𝑟𝑗|

𝑁
𝑖 ≠ 𝑗  ,                                             (1.1.1.4) 

𝑉𝑛𝑛 =  
1

2
∑

𝑒2

4𝜋𝜖0

𝑍𝐼 𝑍𝐽

|𝑅⃗⃗𝐼−𝑅⃗⃗𝐽|
𝑀
𝐼 ≠ 𝐽  ,                                            (1.1.1.5) 

𝑉𝑒𝑛 =  − ∑
𝑒2

4𝜋𝜖0

𝑍𝐼

|𝑟𝑖−𝑅⃗⃗𝐼|

𝑁,𝑀
𝑖 ,𝐼  ,                                            (1.1.1.6) 

 

𝑉𝑒𝑒 and 𝑉𝑛𝑛 are repulsive potentials, and 𝑉𝑒𝑛 is an attractive potential. By utilizing Eqs. (1.1.1.4), 

(1.1.1.5), (1.1.1.6), (1.1.1.3) and (1.1.1.2) in Eq. (1.1.4), we obtain,  

 

[− ∑
ℏ2 

2𝑀𝐼
  𝛻𝐼

2

𝑀

𝐼

 − ∑
ℏ2 

2𝑚𝑒
  𝛻𝑖

2

𝑁

𝑖

+
1

2
∑

𝑒2

4𝜋𝜖0

1

|𝑟𝑖 − 𝑟𝑗|

𝑁

𝑖 ≠ 𝑗

+
1

2
∑

𝑒2

4𝜋𝜖0

𝑍𝐼𝑍𝐽

|𝑅⃗⃗𝐼 − 𝑅⃗⃗𝐽|

𝑀

𝐼 ≠ 𝐽

 

+  ∑
𝑒2

4𝜋𝜖0

𝑍𝐼

|𝑟𝑖 − 𝑅⃗⃗𝐼|

𝑁,𝑀

𝑖 ,𝐼

 ] 𝜓 = 𝐸𝑡𝑜𝑡𝑎𝑙  𝜓, 

(1.1.1.7) 

 

Eq. (1.1.1.7) is the Schrödinger equation for the 𝑖-th electron and 𝐼-th nucleus, with 𝑍𝐼 protons, 

providing the total energy of the system. The WF depends on the positions of all electrons and 

nuclei: 

 

ψ = ψ(𝑟1, … , 𝑟𝑁, 𝑅⃗⃗1, … , 𝑅⃗⃗𝑀),                                           (1.1.1.8) 

 

describing the probability of finding electron 𝑟1 in  𝑟 is given by,  

 

𝑃(𝑟1 = 𝑟) = ∫ ψ∗(𝑟, 𝑟2 … , 𝑟𝑁, 𝑅⃗⃗1, … , 𝑅⃗⃗𝑀)ψ(𝑟, 𝑟2 … , 𝑟𝑁 , 𝑅⃗⃗1, … , 𝑅⃗⃗𝑀)𝑑𝑟 ,    (1.1.1.9) 
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since electrons are indistinguishable particles, Eq. (1.1.1.9) becomes 𝑁 times the same probability 

distribution, represented as,  

 

𝜌(𝑟) =  ∑ 𝑃(𝑟𝑖 = 𝑟)𝑁
𝑖=1 = 𝑁 𝑃(𝑟),                                 (1.1.1.10) 

 

𝜌(𝑟) = 𝑁∫ ψ∗(𝑟, 𝑟2 … , 𝑟𝑁 , 𝑅⃗⃗1, … , 𝑅⃗⃗𝑀)ψ(𝑟, 𝑟2 … , 𝑟𝑁 , 𝑅⃗⃗1, … , 𝑅⃗⃗𝑀)𝑑𝑟1 … 𝑑𝑟𝑁𝑑𝑅⃗⃗1 … 𝑑𝑅⃗⃗𝑀,         

(1.1.1.11) 

 

the integral of the electron density over all space yields the total number of electrons, 

 

∫ 𝜌(𝑟)𝑑𝑟 = 𝑁.                                                                            (1.1.1.12) 

 

A common practice is to utilize atomic units [2] to simplify Eq. (1.1.1.7) by setting 𝑎0 = 1, 

𝑚𝑒 = 1, 𝐸𝐻𝑎 = 1  and 𝑒 = 1 in Eq. (1.1.1.7), resulting in, 

 

[− ∑
1

2𝑀𝐼
  𝛻𝐼

2

𝑀

𝐼

 − ∑
1

2
𝛻𝑖

2

𝑁

𝑖

+
1

2
∑

1

|r⃗𝑖 − r⃗𝑗|

𝑁

𝑖 ≠ 𝑗

+
1

2
∑

𝑍𝐼𝑍𝐽

|R⃗⃗⃗𝐼 − R⃗⃗⃗𝐽|

𝑀

𝐼 ≠ 𝐽

                           

+  ∑
𝑍𝐼

|r⃗𝑖 − 𝑅⃗⃗𝐼|

𝑁,𝑀

𝑖 ,𝐼

 ] 𝛹 = 𝐸𝑡𝑜𝑡𝑎𝑙𝛹, 

(1.1.1.13) 

 

𝐸𝑡𝑜𝑡𝑎𝑙 is expressed in Hartree energy units and 𝑀𝐼 is expressed in atomic mass units. 

 

1.1.2 BORN-OPPENHEIMER APPROXIMATION 

 

The Hamiltonian presented in Eq. (1.1.1.13) provides a comprehensive description of 

electronic interactions; however, it is not computationally feasible for molecular applications. To 

address this challenge, the Bohr-Oppenheimer approximation was introduced. This approximation 

assumes that the nuclei can be treated as fixed entities due to their significantly larger mass 
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compared to electrons (𝑚𝑝 ≫ 𝑚𝑒), implying that the electrons move at much higher speeds 

compared to nuclei. Therefore, in Born-Oppenheimer approximation, the nuclear coordinates are 

approximated as fixed, and we treat the nuclear WF and electron WF separately. This 

approximation allows for the separation of nuclear and electron coordinates. In the Born-

Oppenheimer approximation, the nuclei-nuclei Coulomb interaction in Eq. (1.1.1.13) becomes a 

constant term. The Hamiltonian now consists solely of electron contributions and incorporates the 

nuclei as parametric dependent coordinates: 

 

𝐻̂𝑒𝑙𝑒𝑐 = − ∑
1

2
∇𝑖

2𝑁
𝑖 +

1

2
∑

1

|𝑟𝑖−r⃗⃗𝑗|

𝑁
𝑖 ≠ 𝑗 −  ∑

𝑍𝐼

|r⃗⃗𝑖−R⃗⃗⃗𝐼|

𝑁,𝑀
𝑖 ,𝐼 ,                       (1.1.2.1) 

 

𝑁 is the number of electrons in the system, and 𝑀 is the number of protons in the nuclei. Eq. 

(1.1.2.1) reveals that the WF solely depends on the electron coordinates (Ψ(𝑟1, … , 𝑟𝑁) ≡ Ψ𝑒𝑙𝑒𝑐), 

and the Hamiltonian becomes only electron-dependent. For a simplified version Eq. (1.1.2.1) in 

terms of only electron indices, we have,  

 

𝐻̂𝑒𝑙𝑒𝑐 = − ∑
1

2
∇𝑖

2𝑁
𝑖 +

1

2
∑

1

|r⃗⃗𝑖−r⃗⃗𝑗|

𝑁
𝑖 ≠ 𝑗 − ∑ 𝑉𝑒𝑛(𝑟𝑖)

𝑁
𝑖  ,                       (1.1.2.2) 

 

the term 𝑉𝑒𝑛(𝑟𝑖) incorporates the parametric equations associated with all the nuclei terms. 

Alternatively, Eq. (1.1.2.2) can be expressed in terms of the single-electron Hamiltonian 𝐻̂0(𝑟) =

−
1

2
∇2 + 𝑉𝑒𝑛(𝑟), where the electron coordinates 𝑟 are replaced with 𝑟𝑖. By utilizing 𝐻̂0 into Eq. 

(1.1.2.2), we obtain a simplified electronic Hamiltonian as follows, 

 

𝐻̂𝑒𝑙𝑒𝑐 = ∑ 𝐻̂0(𝑟𝑖)
𝑁
𝑖 +

1

2
∑

1

|r⃗⃗𝑖−r⃗⃗𝑗|

𝑁
𝑖 ≠ 𝑗  .                             (1.1.2.3) 

 

While the nuclei interaction remains stationary, the electrons continue to interact with the nuclei 

and their associated parametric coordinates.  
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1.1.3 INDEPENDENT ELECTRON APPROXIMATION 

 

The quantum mechanics problem described in Eq. (1.1.2.3) remains complicated due to the 

electron-electron Coulomb interaction. However, ignoring the electron-electron Coulomb 

repulsion leads to a simplified equation where the electrons do not interact or electron-electron 

interaction is small and can be represented by an approximate effective potential, known as the 

independent electron approximation. In this approximation, the WF can be separated into 

independent electron probabilities (𝜙𝑖(𝑟𝑖) ) as follows, 

 

 ψ(𝑟1, 𝑟2 … , 𝑟𝑁) = 𝜙1(𝑟1)𝜙2(𝑟2) … 𝜙𝑁(𝑟𝑁).                             (1.1.3.1) 

 

The single-electron Hamiltonian (𝐻̂0) operates on the separable WF (Eq. (1.1.3.1)) as follows, 

 

 

∑ 𝐻̂0(𝑟𝑖){𝜙1(𝑟1)𝜙2(𝑟2) … 𝜙𝑁(𝑟𝑁)}

𝑁

𝑖

= 𝐸{𝜙1(𝑟1)𝜙2(𝑟2) … 𝜙𝑁(𝑟𝑁)}, 

 (1.1.3.2)  

 

Eq. (1.1.3.2) operates only on the corresponding i-th electron, leaving the other electrons 

unaffected. Thus, the electron coordinates 𝑟𝑁−1 become unit integrals, and each independent 

electron problem is represented by,  

 

𝐻̂0(𝑟) 𝜙𝑖(𝑟) = 𝜖𝑖𝜙𝑖(𝑟),                                           (1.1.3.3) 

 

Eq. (1.1.3.3) represents the one-electron eigenvalue problem, and summing up all the eigenvalues 

provides the total energy within this approximation. However, this theory has two main flaws: it 

does not incorporate Pauli’s exclusion principle in the WF, and ignoring the electron-electron 

interaction undermines the accuracy of the independent electron approximation. 
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1.1.4 ANTISYMMETRY PRINCIPLE  

 

The independent electron approximation does not include Pauli's exclusion principle, 

which states that any electron (fermion) with an opposite spin must change of sign. Eq. (1.1.3.1) 

does not exhibit such behavior. However, the interchange of electrons in the same orbital follows 

the antisymmetry principle, which causes a change in the sign of the WF. An example of a WF 

that adheres to the exclusion principle is defined as, 

 

𝜓(𝑟1, 𝑟2) =
1

√2
[𝜙1(𝑟1)𝜙2(𝑟2) − 𝜙1(𝑟2)𝜙2(𝑟1)].                           (1.1.4.1) 

 

Eq. (1.1.4.1) exemplifies the antisymmetry principle 𝜓(𝑟1, 𝑟2) = −𝜓(𝑟2, 𝑟1), and yields a total 

energy of 𝐸 = 𝜖1 + 𝜖2 through the Hamiltonian operator. This WF is known as the Slater 

determinant for two electrons, and its determinant form is,  

 

𝜓(𝑟1, 𝑟2) = |
𝜙1(𝑟1) 𝜙1(𝑟2)

𝜙2(𝑟1) 𝜙2(𝑟2)
|.                                          (1.1.4.2) 

 

In the determinant form, orbitals are represented along the rows, and electrons are represented 

along the columns. A more generalized Slater determinant is defined as follows, 

 

𝜓(𝑟1, … , 𝑟𝑁) =
1

√𝑁!
[

𝜙1(𝑟1) ⋯ 𝜙1(𝑟𝑁)
⋮ ⋱ ⋮

𝜙𝑁(𝑟1) ⋯ 𝜙𝑁(𝑟𝑁)
],                             (1.1.4.3) 

 

Eq. (1.1.4.3) involves 𝑁 electrons and 𝑁 occupied orbitals, and this WF provides a total energy of 

𝐸 = ∑ 𝜖𝑖
𝑂𝐶𝐶
𝑖  and a total density of 𝜌(𝑟) = ∑ |𝜙𝑖(𝑟)|2𝑁𝑜𝑐𝑐

𝑖=1 . 
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1.2 MEAN-FIELD APPROXIMATION 

 

The independent electron approximation and the exclusion principle results in a separable 

WF, where the separated WF (𝜙𝑖(𝑟𝑖)) represents an electron state. However, these theories neglect 

electron-electron interaction. To incorporate the classical electron-electron Coulomb interaction, 

we can use the mean-filed approximation [3]. This approach considers a Coulomb electrostatic 

potential that depends on the electron density and requires solving Poisson's equation: 

  

∇2𝜑(𝑟) = 4𝜋𝜌(𝑟).                                                  (1.2.1) 

 

Electrons subjected to the electrostatic potential 𝜑(𝑟) experience a potential energy 𝑉𝐻(𝑟) =

−𝜑(𝑟), known as the Hartree potential. The Hartree potential also satisfies ∇2𝑉𝐻(𝑟) = −4𝜋𝜌(𝑟), 

and its established solution is given by, 

 

𝑉𝐻(𝑟) =
1

2
∫

𝜌(𝑟)𝑑𝑟′

|𝑟−𝑟′|
,                                                (1.2.2) 

 

by substituting 
1

2
∑

1

|r⃗⃗𝑖−r⃗⃗𝑗|

𝑁
𝑖 ≠ 𝑗   with Eq. (1.2.2) in Eq (1.1.2.2), the mean-field approximation 

approach is defined as,  

 

[−
1

2
∇2 + 𝑉𝑛(𝑟) + 𝑉𝐻(𝑟)] 𝜙𝑖(𝑟) = 𝜖𝑖𝜙𝑖(𝑟).                             (1.2.3) 

 

The mean-field approach considers an “average” potential field interaction among the electrons. 

However, Eq. (1.2.2) and Eq. (1.2.3) must be solved simultaneously, and the solution must be 

consistent with the electron density (𝜌(𝑟) = ∑ |𝜙𝑖(𝑟)|2𝑁𝑜𝑐𝑐
𝑖=1 ). This iterative process is known as 

the self-consistent field (SCF) method. Despite its usefulness, Eq. (1.2.3) still neglects important 

quantum mechanical behavior such as electron exchange and correlation effects. 
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1.3 THE VARIATIONAL PRINCIPLE 

 

The previous subchapters introduced the simplified many-electron problem, and its 

solution relies on obtaining the expectation value of operator, such as Hamiltonian, using the WF. 

The variation principle states that any trial WF is an upper bound of the ground state energy, 

 

     𝐸[ψ] ≥ 𝐸0,                                                         (1.3.1) 

 

where E represents the total energy and 𝐸0 is the ground state energy. The total energy can be 

equal to the ground state energy if and only if the WF is equal to the ground state WF, 

 

     𝐸 = 𝐸0 ⇔ |ψ⟩ = |ψ0⟩.                                                (1.3.1) 

 

Eq. (1.3.1) implies that the energy functional 𝐸[ψ] can be minimized from an initial guess WF to 

the ground state WF.  

   

1.4 HARTREE-FOCK THEORY OVERVIEW 

 

The Hartree-Fock (HF) method utilizes a Slater determinant WF and the Born-

Oppenheimer approximation to solve the many-electron problem for the system’s total energy. In 

this theory, we will use an HF WF denoted as 𝜓𝐻𝐹 [4]. The total energy within the HF method is 

given by the expectation value of the Hamiltonian operator 𝐻̂ using the HF WF, 

 

     𝐸𝐻𝐹 = ⟨𝜓𝐻𝐹|𝐻̂|𝜓𝐻𝐹⟩ ,                                                (1.4.1) 

 

the HF method employs the Eq. (1.2.3) in spirit to obtain the total energy, but it includes electron 

exchange interactions. The HF energy expression can be written as, 

 

𝐸𝐻𝐹 = ∑ ⟨𝑖|ℎ̂|𝑖⟩𝑁
𝑖=1 +

1

2
∑ ( [𝑖𝑖|𝑗𝑗] − [𝑖𝑗|𝑗𝑖] )𝑁

𝑖,𝑗 .                           (1.4.2) 

 



 10 

Here, 𝑖 and 𝑗 are orbital WFs, ⟨𝑖|ℎ̂|𝑖⟩ represents the expectation value of the single non-interacting 

electron Hamiltonian, [𝑖𝑖|𝑗𝑗] is a four-center electron integral, and [𝑖𝑗|𝑗𝑖] is the electron-exchange 

integral, which is purely mathematical in nature. The [𝑖𝑖|𝑗𝑗] integral is equivalent to Eq. (1.2.2).  

For convenience, we will utilize a simplified notation of the Coulomb electron-electron (𝑉̂𝑒𝑒) as, 

 

𝑉𝑖𝑗 =
1

|𝑟𝑖−𝑟𝑗|
=

1

𝑟𝑖𝑗
,                                                 (1.4.3) 

 

where 𝑟𝑖𝑗 represents the distance between a pair of electrons used in the Coulomb potential (𝑉𝑖𝑗). 

The Coulomb potential can be represented as a four-electron integral, 

 

[𝑖𝑘|𝑗𝑙] = ⟨𝑖𝑗|𝑘𝑙⟩  ≡  ∫ 𝑑𝑥⃗1 ∫ 𝑑𝑥⃗2  𝜙𝑖
∗(𝑥⃗1)𝜙𝑗

∗(𝑥⃗2)𝑟12
−1𝜙𝑘(𝑥⃗1)𝜙𝑙(𝑥⃗2).          (1.4.4) 

 

Here, 𝑥⃗1 and 𝑥⃗2 are dummy indexes representing electron coordinates, and ⟨𝑖𝑗|𝑘𝑙⟩ is represented 

in physics notation, while [𝑖𝑘|𝑗𝑙] in chemist notation. 

 

1.4.1 SELF-CONSISTENCY OF HARTREE-FOCK THEORY 

 

The HF self-consistent field (SCF) method assumes a WF approximated as a single Slater 

determinant. The SCF procedure involves the use of undetermined multipliers to enforce 

orthonormality of orbitals and minimize the HF energy, 

 

ℒ[{𝜙𝑖}] = 𝐸𝐻𝐹[{𝜙𝑖}] − ∑ 𝜀𝑖𝑗(⟨𝑖|𝑗⟩ − 𝛿𝑖𝑗)𝑁
𝑖,𝑗 ,                          (1.4.1.1) 

 

𝜀𝑖𝑗 are the Lagrange multipliers that ensure orthonormality, and the variational form of Eq. 

(1.4.1.1) can be written as follows, 

 

𝛿ℒ = 𝛿𝐸𝐻𝐹[{𝜙𝑖}] − ∑ 𝜀𝑖𝑗
𝑁
𝑖,𝑗 𝛿⟨𝑖|𝑗⟩.                                (1.4.1.2) 

 

Where 𝛿⟨𝑖|𝑗⟩ represents the variations within two overlapping orbitals,  
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𝛿⟨𝑖|𝑗⟩  = ⟨𝛿𝜙𝑖|𝜙𝑗⟩  + ⟨𝜙𝑖|𝛿𝜙𝑗⟩.                                  (1.4.1.3) 

 

Expressing the HF variation from Eq. (1.4.1.2) in terms of Eqs. (1.4.1.1) and (1.4.2) yields, 

 

𝛿ℒ =  ∑[⟨𝛿𝜙𝑖|ℎ̂|𝜙𝑖⟩ + ⟨𝜙𝑖|ℎ̂|𝛿𝜙𝑖⟩]

𝑁

𝑖

+ ∑([𝛿𝜙𝑖𝜙𝑖|𝜙𝑗𝜙𝑗] + [𝜙𝑖𝛿𝜙𝑖|𝜙𝑗𝜙𝑗])

𝑁

𝑖,𝑗

− ∑([𝛿𝜙𝑖𝜙𝑗|𝜙𝑗𝜙𝑖] + [𝜙𝑖𝛿𝜙𝑗|𝜙𝑗𝜙𝑖])

𝑁

𝑖,𝑗

− ∑ 𝜀𝑖𝑗

𝑁

𝑖,𝑗

(⟨𝛿𝜙𝑖|𝜙𝑗⟩  + ⟨𝜙𝑖|𝛿𝜙𝑗⟩), 

      (1.4.1.4) 

 

Eq. (1.4.1.4) incorporates twice the Coulomb and exchange variations, which is included in the 

property  ⟨𝜙𝑖|ℎ̂|𝛿𝜙𝑖⟩ = (⟨𝛿𝜙𝑖|ℎ̂|𝜙𝑖⟩)
∗
, thus simplify the HF method. The minimum energy in the 

HF method is found by setting the variation to zero, 

 

𝛿ℒ =  ∑(⟨𝛿𝜙𝑖|ℎ̂|𝜙𝑖⟩)

𝑁

𝑖

+ ∑([𝛿𝜙𝑖𝜙𝑖|𝜙𝑗𝜙𝑗])

𝑁

𝑖,𝑗

− ∑([𝛿𝜙𝑖𝜙𝑗|𝜙𝑗𝜙𝑖])

𝑁

𝑖,𝑗

− ∑ 𝜀𝑖𝑗

𝑁

𝑖,𝑗

(⟨𝛿𝜙𝑖|𝜙𝑖⟩)

+ 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑒 = 0. 

(1.4.1.5) 

 

Eq. (1.4.1.5) defines the HF eigenvalue problem (
𝛿ℒ

𝛿𝜙𝑖
) for each orbital as,  

 

ℎ̂(𝑥⃗1)𝜙𝑖(𝑥⃗1) + ∑ 𝜙𝑖(𝑥⃗1) [∫ 𝑑𝑥⃗2|𝜙𝑗(𝑥⃗2)|
2

𝑟12
−1]

𝑁

𝑖≠𝑗

− ∑ 𝜙𝑗(𝑥⃗1) [∫ 𝑑𝑥⃗2𝜙𝑗
∗(𝑥⃗2)𝜙𝑖(𝑥⃗2)𝑟12

−1]

𝑁

𝑖≠𝑗

= ∑ 𝜀𝑖𝑗𝜙𝑗(𝑥⃗1)

𝑁

𝑗

, 

(1.4.1.6) 

 

Eq. (1.4.1.6) is a set of linear equations that can be diagonalized using standard linear algebra 

libraries such as LAPACK. The SCF cycle aims to find the set of orbitals that minimizes this 
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eigenvalue problem and solves self-consistently for the density, Coulomb energy, and total energy 

simultaneously.   

 

1.5 DENSITY FUNCTIONAL THEORY 

 

Hohenberg and Kohn's (HK) density functional theory (DFT) [5] originally proposed that 

the ground state properties depend on the electron density, which can be described by 3 

coordinates. Kohn and Sham (KS) DFT [6,7] further developed this theory by introducing a 

framework where the interacting many-electron system is mapped onto a non-interacting electron 

system with an effective potential. The KS effective potential comprises the external potential, the 

mean-field theory (Hartree potential), and the exchange-correlation (XC) potential. The XC 

potential encapsulates all the quantum effects in DFT, although its exact mathematical form 

remains unknown. Approximating the XC potential is an active area of research, and early density 

functional approximations (DFAs) are based on the simplest local-spin density (LSDA). The 

LSDA functional will be discussed in subsequent subchapters.  

 

1.5.1 KOHN-SHAM FORMALISM 

 

KS formalism is established for the energy functional of the electron density (obtained 

from WF) and employs an effective potential. KS-DFT provides an exact theory for solving the 

ground state energy (𝐸 = ℱ[𝜓]), but the exact XC functional remains unknown. The XC potential 

captures the quantum effects, and over a hundred approximated forms of XC functionals have been 

proposed to date. The simplest LSDA functional describes the electron exchange as a 

homogeneous electron gas. Using an approximation in XC functional, DFT can describe various 

properties of atoms, molecules and solids, such as total energy, polarizability, dipole-moment, and 

other quantities. HK theorem [5] states that the WF must be used for exited states, while the 

electron density is utilized for the ground state, as shown below,  

 

𝐸 = {
𝐹[𝜌(𝑟)]               𝑔𝑟𝑜𝑢𝑛𝑑 𝑠𝑡𝑎𝑡𝑒

ℱ[𝜓(𝑟1, … , 𝑟𝑛)]    𝑒𝑥𝑖𝑡𝑒𝑑 𝑠𝑡𝑎𝑡𝑒 
 .                                   (1.5.1.1) 
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The HK theorem defines 𝐸[𝜌] for a ground state system. However, since the exact energy 

functional is unknown, approximations are employed. The energy functional can be expressed as,  

 

𝐸[𝜌] = ∫ 𝑑𝑟𝜌(𝑟)𝑉𝑛(𝑟) + ⟨𝜓[𝜌] | 𝑇̂ + 𝑊̂ | 𝜓[𝜌]⟩,                      (1.5.1.2) 

 

where 𝑊̂ contains the electron-electron Coulomb potential (𝑉𝑒𝑒) and external potentials, and 

∫ 𝑑𝑟𝜌(𝑟)𝑉𝑛(𝑟) represents the electron-nuclei Coulomb energy. In KS theory, an effective 

potential, denoted as  𝑉𝑒𝑓𝑓, is introduced and consists of the external, Coulomb and XC potentials. 

The DFT formulation uses the independent electron approximation for kinetic energy, and an 

effective potential 𝑉𝑒𝑓𝑓 = 𝑉𝐻 + 𝑉𝑒𝑛 + 𝑉𝑋𝐶 + 𝑉𝑒𝑥𝑡, where all terms are treated as a mean-field 

theory (Hartree potential) except for 𝑉𝑋𝐶.  

 

𝐸 = 𝐹[𝜌] = ∫ 𝑑𝑟𝜌(𝑟)𝑉𝑛(𝑟) − ∑ ∫ 𝑑𝑟𝜙𝑖
∗(𝑟) (

∇2

2
) 𝜙𝑖(𝑟)

𝑖

+
1

2
∫ 𝑑𝑟𝜌(𝑟)𝑉𝐻(𝑟) + 𝐸𝑋𝐶[𝜌] 

(1.5.1.3) 

𝑉𝐻(𝑟) = ∫ 𝑑𝑟′ 𝜌(𝑟′)

|𝑟−𝑟′|
                                                 (1.5.1.4) 

𝐸𝑋𝐶[𝜌] = ∫ 𝑑𝑟𝜌(𝑟) (
𝛿𝐸𝑋𝐶

𝛿𝜌
) = ∫ 𝑑𝑟𝜌(𝑟)𝑉𝑋𝐶[𝜌(𝑟)]                       (1.5.1.5) 

 

The term 𝐸𝑋𝐶 incorporates the quantum effects of electrons and is approximated in practice.  

 

1.5.2 VARIATIONAL FORM OF THE KS-DFT 

 

The minimization of the energy functional leads to the mere definition of the ground state 

density (𝜌0)  through the variational principle,    

 

𝛿𝐸[𝜌]

𝛿𝜌
|𝜌0

= 0                                                     (1.5.2.1) 
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Eq. (1.5.2.1) is equivalent to the variational form of HF, but in the case of KS-DFT, it yields the 

KS orbitals 𝜙𝑖(𝑟) with the additional introduction of orthogonality constraints on the orbitals. The 

variational KS equation is given by,   

 

[−
1

2
∇2 + 𝑉𝑛(𝑟) + 𝑉𝐻(𝑟) + 𝑉𝑥𝑐(𝑟)] 𝜙𝑖(𝑟) = 𝜖𝑖𝜙𝑖(𝑟),                     (1.5.2.2) 

 

where 𝑉𝑛 represents the nuclear potential, 𝑉𝐻 is the Hartree potential, the Laplacian term 

corresponds to the kinetic energy, and 𝑉𝑥𝑐 denotes the exchange-correlation potential defined as 

follows, 

 

𝑉𝑥𝑐(𝑟) =
𝛿𝐸𝑥𝑐[𝜌]

𝛿𝜌
|𝜌(𝑟).                                            (1.5.2.3) 

 

Eq. (1.5.2.2) is the variational form of the KS method, which is computationally inexpensive 

compared to HF method. The KS method provides reasonable accuracy, making it a suitable choice 

for calculating physical/chemical properties. The 𝐸𝑋𝐶[𝜌] is available in various approximated 

forms with different degrees of accuracy, as described by Jacob’s ladder [8], but higher accuracy 

comes at the expense of increased computational cost. 

 

1.6 DENSITY FUNCTIONAL APPROXIMATIONS 

  

 DFAs are computationally more efficient than the HF method. Among the DFA functional 

families, LSDA is the simplest because it only relies on spin density. Generalized gradient 

approximations (GGAs) include both spin density and spin density gradient for the XC energy 

functional. Meta-GGAs (MGGAs) go a step further by incorporating spin density, spin density 

gradient, and density Laplacian or kinetic energy density, thereby enhancing the accuracy of the 

XC energy functional. 
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1.6.1 LOCAL SPIN DENSITY APPROXIMATION 

   

LSDA is a fundamental DFA that serves as a building block for superior functionals [9,10]. 

It is derived from the homogeneous electron gas model commonly used in solid-state physics 

textbooks [11]. LSDA assumes non-interacting electrons in the presence of constant nuclear 

potential. Within this model, the WF in terms of 𝑁 electrons within a volume 𝑉 as follows,  

 

𝜙𝑘⃗⃗
(𝑟) =

1

√𝑉
exp(𝑖𝑘⃗⃗ ∙ 𝑟),                                           (1.6.1.1) 

𝜖𝑘⃗⃗ =
 |𝑘⃗⃗|

2

2
,                                                        (1.6.1.2) 

 

Eqs. (1.6.1.1) and (1.6.1.2) represent the stationary WF with wavevectors 𝑘⃗⃗  and 𝜖𝑘⃗⃗ eigenvalues. 

Among these states, the highest occupied state is associated with the Fermi level 𝑘⃗⃗𝐹, which 

corresponds to the 𝐸𝐹 Fermi energy. Fermi level state is defined as,  

 

𝑘⃗⃗𝐹 = (3𝜋𝜌)
1

3.                                                   (1.6.1.3) 

 

The exchange energy is constructed from the Fermi level and plane waves, resulting in the 

following expression,   

 

𝐸𝑋[𝜌] = −
3

4
(

3

𝜋
)

1

3
𝜌

4

3 𝑉.                                            (1.6.1.4) 

 

This approximation neglects correlation effects. However, correlation energy can be obtained 

directly by directly solving the many-body Schrödinger equation using stochastic numerical 

methods [10]. The correlation energy approximation for the electron gas was developed by Perdew 

and Zunger (1981) [9], and it is expressed as follows: 
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𝐸𝐶[𝜌] = 𝜌𝑉 {

−0.048 + 0.0311 ln 𝑟𝑠 + 0.002𝑟𝑠 ln 𝑟𝑠 − 0.0116𝑟𝑠         𝑖𝑓 𝑟𝑠 < 1

                         −
0.1423

1 + 1.0529√𝑟𝑠 + 0.3334𝑟𝑠

                     𝑖𝑓 𝑟𝑠 ≥ 1 

,  (1.6.1.5) 

 

𝑟𝑠 is the Wigner-Seitz radius, which is the average occupied sphere of an electron. 

 

1.6.2 GENERALIZED GRADIENT APPROXIMATION 

 

The LSDA functional, although simple, fails to accurately describe inhomogeneous 

electron density. To overcome this limitation, researchers have introduced the reduced gradient 

[12-15] in semilocal functional approximations. The general form of the generalized gradient 

approximation (GGA) semilocal energy functional is as follows, 

 

𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌↑, 𝜌↓ ] = ∫ 𝑑𝑟 𝑓(𝜌↑, 𝜌↓, ∇⃗⃗⃗ 𝜌↑, ∇⃗⃗⃗𝜌↓),                              (1.6.2.1) 

 

Semilocal GGA are typically derived from density-gradient expansion for the exchange-

correlation hole and enforces exact conditions for exchange-correlation energy such as the uniform 

electron gas limit and the second-order gradient expansion in the slowly varying limit. One 

commonly used semilocal functional is the Perdew-Burke-Ernzerhof (PBE) [12], defined as, 

 

𝐸𝑋
𝑃𝐵𝐸[𝜌] = ∫ 𝑑𝑟 𝜌(𝑟) 𝜖𝑋

𝑢𝑛𝑖𝑓[𝜌] 𝐹𝑋(𝑠).                                 (1.6.2.2) 

 

Here, 𝜖𝑋
𝑢𝑛𝑖𝑓

[𝜌] = −
3

4𝜋
(3𝜋2𝜌)1/3 is the LSDA exchange energy density. The dimensionless 

density gradient 𝑠 is defined as 𝑠 = |∇⃗⃗⃗𝜌|/(2𝜌(3𝜋2𝜌)1/3). The enhancement factor 𝐹𝑋(𝑠) is 

described by, 

 

𝐹𝑋(𝑠) = 1 + 𝜅 −
𝜅

1+𝜇 𝑠2/𝜅
,                                          (1.6.2.3) 
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with 𝜅 = 0.804 and  𝜇 = 0.21951 as constants. The enhancement factor obeys the uniform 

electron gas density limit 𝐹𝑋(0) = 1, and the Lieb-Oxford lower bound given by 𝐹𝑋(𝑠) ≤ 1.804. 

The correlation energy expression is given by, 

 

𝐸𝐶
𝑃𝐵𝐸[𝜌↑, 𝜌↓] = ∫ 𝑑𝑟 𝜌(𝑟) [𝜖𝑐

𝑢𝑛𝑖𝑓(𝑟𝑠, ζ, t) + 𝐻(𝑟𝑠, ζ, t)],                    (1.6.2.4) 

 

where 𝑡 = |∇⃗⃗⃗𝜌|/(2𝜙𝑘𝑠𝜌) is another dimensionless density gradient, 𝑘𝑠 = √4𝑘𝐹/𝜋𝑎0 is the 

Thomas-Fermi screening wavevector, 𝜁 =
𝜌↑+𝜌↓

𝜌
 is the relative spin polarization, and 𝜙(𝜁) =

[(1 + 𝜁)
2

3 + (1 − 𝜁)
2

3 ] /2 is the spin scaling factor.  The 𝐻 function of Eq. (1.6.2.4) is defined as 

follows, 

 

𝐻(𝑟𝑠, 𝜁, 𝑡) = 𝛾𝜙3 ln [1 +
𝛽

𝛾
𝑡2 ∙

1+𝐴𝑡2

1+𝐴𝑡2+𝐴2𝑡4 ].                              (1.6.2.5) 

 

The constant values are 𝛽 = 0.066725, 𝛾 = 0.031091. 𝐴 is defined as, 

 

𝐴 =
𝛽

𝛾
(exp [−

𝜖𝑐
𝑢𝑛𝑖𝑓

𝛾𝜙3 ]  − 1)
−1

.                                         (1.6.2.6) 

 

In the limit of 𝑡 → 0, the 𝐻 function simplifies to 𝛽𝜙3𝑡2, which corresponds to the slow-varying 

limit that describes the second-order gradient expansion. In the rapidly varying limit of 𝑡 → ∞,  𝐻 

approaches  −𝜖𝑐
𝑢𝑛𝑖𝑓

, effectively reducing the correlation energy to zero in Eq. (1.6.2.4). When the 

electron density is high and 𝑟𝑠 approaches 0, the correlation energy becomes constant. 

Besides the popular PBE GGA functional, PBEsol and SOGGA [34] are designed with the correct 

coefficient in the second-order term in the density-gradient expansion and show good performance 

for certain properties. 
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1.6.3 META-GENERALIZED GRADIENT APPROXIMATION  

 

 Meta-generalized gradient approximation (meta-GGA) [16] is a further improvement that 

incorporates the kinetic energy density or density Laplacian to enhance the accuracy of chemical 

properties compared to LSDA or GGA functionals. The kinetic energy density base XC energy 

description is described as follows, 

 

𝐸𝑋𝐶
𝑀𝐺𝐺𝐴[𝜌↑, 𝜌↓] = ∫ 𝑑𝑟 𝜌(𝑟)𝜖𝑋𝐶(𝜌↑, 𝜌↓, ∇⃗⃗⃗𝜌↑, ∇⃗⃗⃗𝜌↓, 𝜏↑, 𝜏↓).                   (1.6.3.1) 

 

Here, 𝜏𝜎 =
1

2
∑ |∇⃗⃗⃗𝜓𝑖𝜎|

2𝑁𝑜𝑐𝑐
𝑖  represents the non-interacting kinetic energy density of the KS orbitals 

with spin 𝜎. The second-order gradient expansion for 𝜏𝜎 makes it possible to recover the condition 

set by the fourth-order gradient expansion in the enhancement factor 𝐹𝑥 in the slow-varying density 

limit. There are numerous meta-GGA functionals described in literature [17-23], but we will focus 

on one of the most successful meta-GGAs, the Strongly Constrained and Appropriately Normed 

(SCAN) functional [16]. The exchange energy of spin unpolarized SCAN is denoted as follows, 

 

𝐸𝑋[𝜌] = ∫ 𝑑𝑟 𝜌(𝑟)𝜖𝑋
𝑢𝑛𝑖𝑓

𝐹𝑥(𝑠, 𝛼),                                   (1.6.3.2) 

 

in this equation,  𝛼 =
𝜏−𝜏𝑤

𝜏𝑢𝑛𝑖𝑓 is a dimensionless variable. Here, 𝜏𝑊 =
|∇⃗⃗⃗𝜌|

2

8𝜌
 represents the Von-

Weizsäcker kinetic energy density, which is equal to 𝜏 for the single orbital density limit. 

Additionally, 𝜏𝑢𝑛𝑖𝑓 =
3

10
(3𝜋2)2/3𝜌5/3 is the Thomas-Fermi kinetic energy density or the uniform 

kinetic energy density limit. The quantity 𝛼 describes chemical bonding, 𝛼~0 defines a single 

covalent bond, 𝛼~1 describes a metallic bond, and 𝛼 ≫ 1 indicates a weak interaction. The 

enhancement factor for Eq. (1.6.3.2) is defined as follows, 

 

𝐹𝑥(𝑠, 𝛼) = (ℎ𝑥
1(𝑠, 𝛼) + 𝑓𝑥(𝛼)[ℎ𝑥

0 − ℎ𝑥
1(𝑠, 𝛼)]) 𝑔𝑥(𝑠),                     (1.6.3.3) 

 

with 
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𝑓𝑥(𝛼) = exp [−
𝑐1𝑥𝛼

1−𝛼
] 𝜃(1 − 𝛼) − 𝑑𝑥 exp [

𝑐2𝑥

1−𝛼
] 𝜃(𝛼 − 1),                   (1.6.3.4) 

𝑔𝑥(𝑠) = 1 − exp[−𝑎1𝑠−1/2].                                        (1.6.3.5) 

 

The parameters for the above equations are ℎ𝑥
0 = 1.174, 𝑎1 = 1.4979, 𝑐1𝑥 = 0.667, 𝑐2𝑥 = 0.8 

and 𝑑𝑥 = 1.24. 𝜃(𝑥) is a step function. The enhancement factor becomes 𝐹𝑥(𝑠, 𝛼) = ℎ𝑥
1(𝑠, 𝛼) 

when 𝛼 ≈ 1, similar to PBE, which recovers the slow-varying limit. However, Eq (1.6.3.3) 

satisfies the fourth-order gradient approximation. The expression for ℎ𝑥
1 is given by, 

 

ℎ𝑥
1(𝑠, 𝛼) = 1 + 𝜅1 −

𝜅1

1+𝜇𝑥2/𝜅1
,                                       (1.6.3.6) 

 

and 𝑥 is defined as follows, 

 

𝑥 = 𝜇𝐴𝐾𝑠2 [1 + (
𝑏4𝑠2

𝜇𝐴𝐾
) exp (−

|𝑏4|𝑠2

𝜇𝐴𝐾
)]                           

+ [𝑏1𝑠2 + 𝑏2(1 − 𝛼) exp(−𝑏3(1 − 𝛼)2)]2. 

(1.6.3.7) 

 

The constant values are 𝜇𝐴𝐾 = 10/11, 𝑏2 = (5913/405000)1/2, 𝑏1 = (511/13500)/(2𝑏2), 

𝑏3 = 0.5, 𝑏4 = 𝜇𝐴𝐾/𝜅1 − 1606/18225 − 𝑏1
2, and 𝜅1 = 0.065. It is worth noting that SCAN 

satisfies the tight-bound condition 𝐹𝑥 ≤ 1.174 [24], which is also satisfied by LDA. On the other 

hand, the correlation energy is given by, 

 

𝐸𝐶[𝜌↑, 𝜌↓] = ∫ 𝑑𝑟 𝜌(𝑟)( 𝜖𝑐
𝑢𝑛𝑖𝑓

(𝑟𝑠, 𝜁, 𝑠, 𝛼)),                            (1.6.3.8) 

  

where Eq. (1.6.3.8) components are, 

 

𝜖𝑐 = 𝜖𝑐
1 + 𝑓𝑐

1(𝛼)[𝜖𝑐
0 − 𝜖𝑐

1]                                      (1.6.3.9) 

𝑓𝑐(𝛼) = exp [−
𝑐1𝑐𝛼

1−𝛼
] 𝜃(1 − 𝛼) − 𝑑𝑐 exp [

𝑐2𝑐

1−𝛼
] 𝜃(𝛼 − 1)              (1.6.3.10) 
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Eqs. (1.6.3.9) and (1.6.3.10) represent terms analogous to exchange energy in SCAN functional. 

The coefficients for these terms are 𝑐1𝑐 = 0.64, 𝑐2𝑐 = 1.5, and 𝑑𝑐 = 0.7. The SCAN functional  

Has shown superiority over several other GGAs and meta-GGAs in various applications. It has 

been successful in accurately describing properties of liquid and ice water [31], metal surfaces 

[32], and some others [33]. 

  

1.7 GAUSSIAN BASIS SET AND BASIS FUNCTIONS 

 

 The solution of the KS equation involves a basis set representation, where the molecular 

orbitals (MOs) are constructed as linear combination of atomic orbitals (AOs) using either plane 

waves [25] or Gaussian [4] basis functions. The molecular orbitals are represented as follows, 

 

𝜓𝑖(𝑟) = ∑ 𝐶𝜇𝑖𝜒𝜇
𝑁𝐵𝑎𝑠𝑖𝑠
𝜇=1 (𝑟).                                                  (1.7.1) 

 

Eq. (1.7.1) describes the orbital WF as a linear combination of its Gaussian basis functions (𝜒𝜇) 

and its canonical eigenvectors (𝐶𝜇𝑖). The given Gaussian basis set remains fixed through the entire 

calculation, and the accuracy of the solution depends on the completeness of the basis set. More 

detailed information about Gaussian basis sets can be found in Zachary J. Buschmann thesis [71]. 

The MO coefficients 𝐶𝜇𝑖 are the canonical molecular orbitals (CMOs) or molecular eigenvectors 

determined during the SCF calculation. Gaussian basis sets became popular due to their efficient 

integration scheme, making them computationally advantageous for first principle electronic 

structure methods. The present work utilizes the primitive Gaussian type orbitals (GTOs), and its 

cartesian definition is as follows,  

 

𝑔𝜇(𝑟) = 𝐴𝜇(𝑥 − 𝑥0)𝑘(𝑦 − 𝑦0)𝑚(𝑧 − 𝑧0)𝑛𝑒−𝛼𝜇((𝑥−𝑥0)2+(𝑦−𝑦0)2+(𝑧−𝑧0)2),      (1.7.2) 

 

where 𝑥0, 𝑦0 and 𝑧0 are the center of Gaussian, 𝐴𝜇 and 𝛼𝜇 represent the Gaussian height and width, 

respectively. Usually, the Gaussian is centered in an atomic position. A contracted Gaussian for 

an atom is ∑ 𝑔𝜇(𝑟)𝜇 . 
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The definition of a Gaussian basis set is not trivial, although, there are numerous basis sets 

available at https://www.basissetexchange.org/. The minimal basis set is STO-2G, and there exists 

other choices such as 4-31G and 6-31G*, which provide more complete basis sets. The calculations 

in this work were achieved with the FLOSIC code, which can be accessed through 

https://github.com/FLOSIC/PublicRelease_2020. The FLOSIC code employs a default basis set 

for the NRLMOL code optimized for PBE functional [26]. For the computations in this work, the 

NRLMOL default basis set is utilized unless otherwise specified. 

 

1.8 SELF-INTERACTION OF ELECTRONS 

 

 In this subsection, I will discuss some common KS-DFA limitations and brief description 

of methods that address this problem. DFAs especially the local and semi-local functionals while 

successfully at describing complex behavior of system, fail to correctly describe the simple one 

electron system such as hydrogen atom and a cation of hydrogen molecule. Approximate 

functionals (DFAs) present self-interaction error (SIE), this comes from the improper cancellation 

of the one-electron Coulomb and Exchange energy. As a note, HF method does not show this 

behavior because of its exact exchange electron description. The presence of self-interaction error 

(SIE) limits DFAs’ accuracy for charge transfer, transition barriers and stretched bond description.  

 

1.8.1 SELF-INTERACTION ERROR 

 

 KS-DFT employs the classical Hartree description to model the Coulomb repulsion energy 

term in Eq. (1.5.1.3), which accounts for the repulsion between electrons. This Hartree or mean-

field represents an average Coulomb interaction arising directly from the all-electron density, 

allowing electrons to repeal each other and itself. Thus, it contains spurious self-repulsion. This 

phenomenon is commonly known as self-interaction (SI). Theoretically, the exact, yet unknown, 

exchange functional should nullify this residual self-interaction. However, since we lack the exact 

exchange-correlation functional, the self-interaction error of electrons persists. 

 

 

https://www.basissetexchange.org/
https://github.com/FLOSIC/PublicRelease_2020
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We can describe a one-electron system, such as hydrogen atom in an exact form, where no 

correlation is needed. The DFA energy of the system is, 

 

 𝐸𝐷𝐹𝐴 = 𝐸𝑛𝑒[𝜌] + 𝐸𝐾𝑖𝑛[𝜌] + 𝐸𝑒𝑒[𝜌] + 𝐸𝑋[𝜌]                        (1.8.1.1) 

 

where 𝐸𝑛𝑒 represents the electron-nuclei Coulomb energy, 𝐸𝑘𝑖𝑛 represents the electron kinetic 

energy, 𝐸𝑒𝑒 represents the electron-electron Coulomb energy, and 𝐸𝑋 is the electron exchange 

energy. 𝜌 is the total electron density. The physical interaction 𝐸𝑒𝑒 of the one-electron density 

must be zero, but the self-Hartree energy does not vanish. Thus, the self 𝐸𝑋 term is required to 

cancel that residual energy. DFAs do not properly cancel (𝐸𝑒𝑒 + 𝐸𝑋 ≠ 0) for the one-electron 

density. This residual self-interaction error (SIE) can be removed using a correction of the type: 

 

𝐸1𝑒𝑙𝑒𝑐𝑆𝐼𝐶 = 𝐸𝑛𝑒[𝜌] + 𝐸𝐾𝑖𝑛[𝜌] + 𝐸𝑒𝑒[𝜌] + 𝐸𝑋[𝜌] − 𝐸𝑒𝑒[𝜌1] − 𝐸𝑋[𝜌1],             (1.8.1.2) 

 

where 𝜌1 is the one-electron density and equal to the total density for one-electron systems such 

as 𝐻2
+. Thus, the self-interaction corrected energy is, 

 

𝐸1𝑒𝑙𝑒𝑐𝑆𝐼𝐶 = 𝐸𝑛𝑒[𝜌] + 𝐸𝐾𝑖𝑛[𝜌].                                   (1.8.1.3) 

 

 The one-electron effective potential is described only by the exact asymptotic potential 𝑉𝑒𝑛(𝑟) =

1/|𝑟 − 𝑅⃗⃗𝑛| with 𝑅⃗⃗𝑛 as the nuclear position, and the nucleus-electron energy corresponds to 

𝐸𝑛𝑒[𝜌] = ∫ 𝜌(𝑟)𝑉𝑒𝑛(𝑟)𝑑𝑟.  

The presence of SIE results in an incorrect description of dissociation of a molecule. Simple 

examples where an inaccurate description of stretched bonds occurs are the 𝐻𝑒2
+ and 𝐻2

+ systems.   

With DFA-LSDA, in the dissociation limit, both the hydrogens have 1/2 of an electron which is 

an unphysical result.  Another problem, known as delocalization error, arises when the energy of 

the system is lowered for fractional occupancy which shows up in the total energy curve in the 

asymptotic limit where the dissociated fragments are well separated. Fig. 1.1 shows the 𝐻2
+ 

dissociation energy for different methods, illustrating that DFA-LSDA incorrectly predicts lower 

energies for the dissociated hydrogen ion.  
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Fig. 1.1. Dissociation energy for 𝐻2
+ compared using the DFA-LSDA, PZSIC-LSDA and HF 

methods with an integer occupation, calculated with the FLOSIC code. 

 

𝐻𝑒2
+ molecule also exhibits SI of electrons (three electron problem). The dissociation energy curve 

is poorly described due to the approximate energy functional, and the HF method is no longer 

exact as it requires correlation effects to be accounted for. 
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Fig. 1.2. Dissociation energy limit for 𝐻𝑒2
+ compared using the DFA-LSDA, PZSIC-LSDA and 

HF methods with an integer occupation, calculated with the FLOSIC code. 

CCSD(T) was retrieved from [34]. 

 

Fig. 1.2 presents the dissociation energy curve for DFA-LSDA, PZSIC-LSDA, HF and CCSD(T) 

methods [34]. The CCSD(T) dissociation energy is considered the most accurate curvature. 

Interestingly, the PZSIC, HF and CCSD(T) methods show a similar behavior for the dissociation 

energy curve with an almost constant energy shift.  
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Fig. 1.3. Dissociation energy limit for 𝐻𝑒2
+ compared to CCSD(T) [34]. 

 

Fig. 1.3 illustrates the energy difference of each method compared to CCSD(T) energy, showing 

an almost constant line, especially after 4 Bohr. The DFA performance is lowering the dissociation 

energy when 𝐻𝑒+ and 𝐻𝑒 are separate with an integer occupation (𝑓𝑖 = 1). This behavior of 

incorrectly obtaining lower energy is also noted in spurious fractional occupation (0 < 𝑓𝑖 < 1) 

states [34], where total energies are too low in comparison to integer occupation states.  
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Fig. 1.4. Occupation limit derivative 𝜖𝑖 =
𝜕𝐸

𝜕𝑓𝑖
 compared to Janak’s theorem. 

 

The reason for this fractional occupation energy resides in the exchange-correlation hole density. 

For dissociation fragments (e.g. 𝐻2
+ and 𝐻𝑒2

+), the exchange-correlation hole integrates to -1 for 

integer occupation of electrons, and it becomes a less negative quantity for non-integer electron 

occupation, as pointed out in Ref. 34. 

 

1.8.2 ADDRESSING SELF-INTERACTION WITH DIFFERENT METHODS   

 

There are some approaches that address the SIE and attempts to diminish or eliminate the 

SI. Hybrid functionals combine a fraction of exact exchange from HF method and includes a 

fraction of the DFA exchange-correlation. By including this exact exchange amount, the SIE is 

partially corrected. Some examples of popular hybrid functionals are PBE0 [37] and HSE [38] and 

B3LYP [39,40,41,42]. 

Range-separated functionals split the electron-electron interaction into short-range and long-range 

components. This approach considers the short-range description as semi-local functional, while 

the long-range component incorporates nonlocal exchange contributions. Examples of range-

separated functionals include the Coulomb-attenuating method (CAM) [43], Minnesota functional 
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(Mn) [44], one-parameter progressive (OP) with Becke88 exchange correlation [58] functionals 

(LC-BOP) [59,60], and strongly constrained and appropriately normed (SCAN) functional [16]. 

Exact exchange and correlation potentials can be determined by different procedures, one 

approximation to optimized effective potential (OEP) is the Krieg-Li-Iafrate (KLI) method [46]. 

Multireference configuration interaction DFT (MRCI-DFT) combines elements of both DFT and 

wavefunction-based methods. Some examples of MR-DFT methods are the complete active space 

DFT (CAS-DFT) [48], density matrix embedding theory (DMET) [49], and multiconfigurational 

pair-density theory (MC-PDFT) [65]. 

Gaussian and plane-wave embedding methods combine DFT calculations with higher-level 

methods, such as wavefunction-based methods [50] or quantum Monte Carlo [51] computations 

to correct the SIE. Typically, a small part of the system is treated with higher level of theory, while 

the rest of the system is described using DFT.  Hubbard-corrected DFT methods such as DFT+U 

[52,53] and DFT+DMFT [54] introduce a Hubbard-like term to include localized electron 

interactions, this is especially important for strongly correlated materials. These methods correct 

the SIE and captures correlation effects that standard DFT does not capture. 

The GW approximation is a many-body perturbation theory method widely used in condensed 

matter physics and materials science. It combines the Green's function (G) and the screened 

Coulomb interaction (W) to improve the description of electron-electron interactions. The GW 

approximation is particularly valuable for obtaining quasiparticle energies, which play a crucial 

role in understanding electronic band structures, band gaps, and excitations in solids. By 

incorporating many-body effects and considering electron screening, the GW approximation offers 

a more accurate description than DFAs, especially for systems with strong correlation effects or 

materials characterized by narrow or localized bands. Its application has proven successful in 

providing improved insights into electronic properties, including optical properties, electronic 

excitations, and band structures in a wide range of materials [55,56,57]. 

This thesis is focused on one-electron self-interaction correction (SIC) methods that explicitly 

correct the SIE by removing spurious SI terms on an orbital by orbital basis. The Perdew and 

Zunger SIC (PZSIC) method [9] is an example of one-electron SIC. More details about SIC 

methods and current research are presented in the following subsubsections. 
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1.8.3 ONE-ELECTRON SELF-INTERACTION CORRECTION APPROACHES 

 

 As mentioned earlier, SIE arises due to the improper cancellation between the exchange 

functional and the Hartree term for the one-electron limit. When considering the exchange energy 

of a pair of electrons in the HF description, we obtain, 

 

𝐸𝑋 =
1

2
∑ ∑ ∫ 𝑑𝑟 ∫ 𝑑𝑟′

𝜓𝑖𝜎(𝑟)𝜓𝑗𝜎(𝑟′)𝜓𝑗𝜎(𝑟)𝜓𝑖𝜎(𝑟′)

|𝑟−𝑟′|
 𝑖,𝑗𝜎 .                        (1.8.3.1) 

 

In the case of 𝑖 = 𝑗, the expression in Eq. (1.8.3.1) represents the self-exchange energy, which is 

appropriately cancelled out for HF method. However, approximate XC functionals are typically 

density-dependent and may not fully capture the essence of Eq. (1.8.3.1). The SIE arises from the 

poor description of the one-electron limit provided by the DFAs, resulting in SI. This 

misdescription leads to significant shortcomings in accurately describing stretched bonds and 

reaction barrier heights. The SIE stems from the improper cancellation between the self-Coulomb 

energy and the approximate self-exchange energy in DFA calculations. 

 

1.8.3.1 PERDEW AND ZUNGER SELF-INTERACTION CORRECTION 

 

In 1981, Perdew and Zunger [9] proposed a one-electron SIC method known as PZSIC, 

which removes the SIE from a DFA functional in an orbital-by-orbital basis from the total DFA 

energy, 

 

𝐸𝑃𝑍𝑆𝐼𝐶−𝐷𝐹𝐴[𝜌↑, 𝜌↓] = 𝐸𝐷𝐹𝐴[𝜌↑, 𝜌↓] − ∑ (𝑈[𝜌𝑖𝜎] + 𝐸𝑋𝐶
𝐷𝐹𝐴[𝜌𝑖𝜎 , 0])𝑖𝜎 .           (1.8.3.2) 

 

The self-Coulomb and the self-exchange-correlation energies are given by, 

  

𝑈[𝜌𝑖𝜎] =
1

2
∫ 𝑑𝑟𝜌𝑖𝜎(𝑟) ∫ 𝑑𝑟′

𝜌𝑖𝜎(𝑟′)

|𝑟−𝑟′|
,                                    (1.8.3.3) 

𝐸𝑋𝐶
𝐷𝐹𝐴[𝜌𝑖𝜎 , 0] = ∫ 𝑑𝑟𝜌𝑖𝜎(𝑟)𝜖𝑋𝐶

𝐷𝐹𝐴([𝜌𝑖𝜎, 0], 𝑟).                             (1.8.3.4) 
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In a traditional PZSIC approach, the orbitals used in Eqs. (1.8.3.3) and (1.8.3.4) are required to 

satisfy the Pederson equation or localization equation (LE) [27,28]. LE aims to find the minimum 

energy according to the variational method. The LE is a pairwise condition for the orbitals (𝜙𝑖𝜎), 

expressed as, 

 

⟨𝜙𝑖𝜎|𝑉𝑖𝜎
𝑆𝐼𝐶 − 𝑉𝑗𝜎

𝑆𝐼𝐶|𝜙𝑗𝜎⟩ = 0.                                   (1.8.3.5) 

 

The Eq. (1.8.3.5) requires solving 𝑁2 parameters and it is computationally expensive. For this 

reason, earlier applications of PZSIC were limited to atoms and small molecules.  

 

1.8.3.2 FERMI LÖWDIN ORBITAL SELF-INTERACTION CORRECTION 

 

An alternative approach to solving the PZSIC Eq. (1.8.3.2) is by using Fermi-Löwdin 

orbitals (FLOs), as introduced by Pederson, Perdew and Ruzsinszky [29]. Yang, Pederson and 

Perdew introduced self-consistency for FLO-PZSIC or FLOSIC method in 2017 [35] with a Jacobi 

like iterative approach. The construction of FLOs involves the Löwdin orthogonalization of the 

Fermi orbitals (FOs). FOs are unitary and localized orbitals but are not orthogonal, and Löwdin 

orthogonalization is employed to achieve orthogonalization. The FO (𝝓𝐹𝑂) construction requires 

the Fermi orbital descriptors (FODs), which are parameters in space. The FOs are defined as 

follows, 

 

𝜙𝑖
𝐹𝑂(𝑟) = ∑  

𝜓𝑗(𝑎⃗⃗𝑖)𝜓𝑗(𝑟)

√𝜌(𝑎⃗⃗𝑖)

𝑁𝑜𝑐𝑐𝑢
𝑗 .                                             (1.8.3.6)  

 

Here, 𝑖 and 𝑗 are the orbital indices, 𝜓𝑗 refers to the KS orbital, 𝜌 represents the electron spin 

density, and 𝑎⃗𝑖 denotes the FOD position. The Löwdin orthogonalization is computed by 

diagonalizing the FO overlap matrix (𝑺𝐹𝑂) and obtaining the 𝑺𝐹𝑂
−1/2

 transformation matrix. The 

FLOs are then constructed using the equation |𝜙𝐹𝐿𝑂⟩ = 𝑺𝐹𝑂
−1/2|𝜙𝐹𝑂⟩. These orbitals ensure a 

unitarily invariant total energy. The FLOSIC approach offers a computational advantage over 

traditional PZSIC as it requires the optimization of 3𝑁 variables instead of 𝑁2 parameters involved 
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in the LE [30,36]. The optimization process for the FODs can be viewed as analogous to a 

molecular geometry optimization process, Fig 1.5 shows a sample of the FOD structure for 

[𝐹𝑒(𝐶𝑂)6]2+.  

 

 

Fig. 1.5. FOD structure for [𝐹𝑒(𝐶𝑂)6]2+ in the high spin state with 56 up and 52 down electrons.  

 

The problem of obtaining the optimal set of FLOs is mapped to the problem of obtaining the 

optimal set of FODs. To achieve FOD optimization, we require the energy derivatives with respect 

to FOD positions to obtain the optimal FODs. Pederson obtained the FOD forces using energy 

derivatives [30,36] for FOD optimization as follows,  

 

𝑑𝐸𝑆𝐼𝐶

𝑑𝒂𝑖
= ∑ 𝜖𝑘𝑙

𝑘 {⟨
𝑑𝜙𝑘

𝐹𝐿𝑂

𝑑𝒂𝑚
|𝜙𝑙

𝐹𝐿𝑂⟩ − ⟨
𝑑𝜙𝑙

𝐹𝐿𝑂

𝑑𝒂𝑚
|𝜙𝑘

𝐹𝐿𝑂⟩}𝑘𝑙 ≡ ∑ 𝜖𝑘𝑙
𝑘 𝛥𝑙𝑘,𝑚𝑘𝑙 .         (1.8.3.7) 

 

The FLOSIC method is orbital-dependent, and to avoid orbital-dependent Hamiltonian matrix, an 

approximated Hamiltonian [35] is used in the FLOSIC code as follows, 

 

𝐻̂𝑚𝑛𝜎 = ⟨𝜙𝑚𝜎|𝐻𝜎
𝐾𝑆 + 𝑉𝑚𝜎

𝑆𝐼𝐶|𝜙𝑛𝜎⟩.                                         (1.8.3.8) 
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The Jacobi-like iterative procedure (hereon Jacobi rotation) is used to diagonalize the Hamiltonian 

in Eq. (1.8.3.8) [35].  The FLOSIC approach uses FLOs as localized orbitals and can be used in 

any one-electron SIC scheme. Most FLOSIC applications are performed using the PZSIC method, 

but there are a few other one-electron SIC approaches, such as orbital scaling SIC (OSIC) [66], 

locally scaled SIC (LSIC) [67], selective orbital SIC (SOSIC) [68], regional SIC (rSIC) [69], and 

global scaling SIC [70]. Any of these methods can utilize the FLO localization scheme to achieve 

the SIC. 

 

1.8.3.3 SCALED SELF-INTERACTION CORRECTION METHODS 

 

The PZSIC method is effective in accurately describing stretched bonds, anionic systems, 

and reaction barrier heights. However, PZSIC tends to overcorrect the SIE, which can lead to 

inaccuracies in energetic and density properties. To address this overcorrection, researchers have 

developed various scaling approaches that modify the correction applied by PZSIC to the density 

functional approximation (DFA). These scaling methods aim to strike a better balance between 

correcting the SIE and avoiding excessive overcorrection. 

OSIC method propose to scale down the PZSIC energy functional by a constant orbital dependent 

value as follows [66],   

 

𝐸𝑋𝐶
𝑂𝑆𝐼𝐶−𝐷𝐹𝐴 = 𝐸𝑋𝐶

𝐷𝐹𝐴[𝜌↑, 𝜌↓] − ∑ 𝜒𝑖𝜎
𝑘 {𝑈[𝜌𝑖𝜎] + 𝐸𝑋𝐶

𝐷𝐹𝐴[𝜌𝑖𝜎,  0]}𝑁𝑂𝐶𝐶
𝑖𝜎 .        (1.8.3.9) 

 

The scaling factor is defined as 𝜒𝑖𝜎
𝑘 = ∫ 𝑧𝜎

𝑘(𝑟)𝜌𝑖𝜎(𝑟)𝑑𝑟. 𝜌𝑖𝜎 represents the orbital density, 𝑧𝜎 is 

the iso-orbital indicator, 𝑘 is a constant value defined as 0 ≤ 𝑘 < ∞ for tunning the scaling effects, 

and 𝜎 is the spin index. When 𝑘 is sufficiently large, the DFA is recovered because 𝑧𝜎 is defined 

within 0 and 1. On the other hand, when 𝑘 = 0, the PZSIC performance is recovered. Self-

Coulomb and self-exchange-correlation terms are same as PZSIC in Eqs. (1.8.3.3) and (1.8.3.4).  

As mentioned before, the iso-orbital indicator 𝑧𝜎 is defined as 0 ≤ 𝑧𝜎 ≤ 1. It is expressed as 

follows, 
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𝑧𝜎(𝑟) =
𝜏𝜎

𝑊(𝑟)

𝜏𝜎(𝑟)
,                                                        (1.8.3.10) 

 

Eq. (1.8.3.10) represents the rational of the von Weiszäcker kinetic energy density 𝜏𝜎
𝑊 =

|𝛻⃗⃗𝜌𝜎(𝑟)|
2

/(8𝜌𝜎(𝑟)) and the non-interacting kinetic energy density 𝜏𝜎 =
1

2
∑ |𝛻⃗⃗𝜓𝑖𝜎(𝑟)|

2

𝑖 . In 

regions with single electron, 𝜏𝜎 approaches 𝜏𝜎
𝑊, resulting in a unity value for 𝑧𝜎. On the other 

hand, for uniform electron density, 𝜏𝜎
𝑊 approaches zero, leading to 𝑧𝜎 = 0. The iso-orbital 

indicator plays a crucial role in controlling the scaling factor 𝜒𝑖𝜎
𝑘 , as it interpolates and balances 

the orbital electron density-dependent scaling factor. 

 

 

Fig. 1.6. Iso-orbital indicator represented as a 2D iso surface plot for benzene molecule, where 

single electron regions are represented by yellow and uniform electron density by 

blue. 

In Fig. 1.6, the single electron regions are represented by yellow, while the uniform electron 

density regions are represented in blue. The locally scaled SIC (LSIC) method was invented in 

2019, and this work was led by R. Zope in collaboration with the FLOSIC center, representing the 

of University of Texas at El Paso electronic structure lab, Central Michigan University, and 

Temple University. The LSIC method has shown remarkable performance for certain properties 

when compared either to experimental data or standard benchmarking datasets using the simplest 

LSDA functional. LSIC provides the correct −1/𝑟 asymptotic potential, whereas the OSIC 
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provides an incorrect −𝜖𝐻𝑂𝑀𝑂/𝑟 asymptotic potential.  LSIC recovers the correct uniform gas limit 

description of the underlying DFA, while the PZSIC performs poorly (c.f. section 5.4.4). LSIC 

total energy is defined as follows, 

  

𝐸𝐿𝑆𝐼𝐶−𝐷𝐹𝐴 = 𝐸𝐷𝐹𝐴[𝜌↑, 𝜌↓] − ∑ {𝑈𝐿𝑆𝐼𝐶[𝜌𝑖𝜎] + 𝐸𝑋𝐶
𝐿𝑆𝐼𝐶[𝜌𝑖𝜎,  0] }𝑂𝐶𝐶

𝑖𝜎 ,      (1.8.3.11) 

 

where, 

 

𝑈𝐿𝑆𝐼𝐶[𝜌𝑖𝜎] =
1

2
∫ 𝑑𝑟 𝑧𝜎(𝑟) 𝜌𝑖𝜎(𝑟) ∫ 𝑑𝑟′⃗⃗⃗⃗  

𝜌𝑖𝜎(𝑟′⃗⃗⃗⃗⃗)

|𝑟−𝑟′⃗⃗⃗⃗⃗|
,                       (1.8.3.12) 

𝐸𝑋𝐶
𝐿𝑆𝐼𝐶[𝜌𝑖𝜎 , 0] = ∫𝑑𝑟 𝑧𝜎(𝑟) 𝜌𝑖𝜎(𝑟) 𝜖𝑋𝐶

𝐷𝐹𝐴([𝜌𝑖𝜎, 0], 𝑟),                   (1.8.3.13) 

 

Eqs. (1.8.3.12) and (1.8.3.13) represent the LSIC self-Coulomb and self-exchange-correlation 

energies, respectively. The accurate description of LSIC is achieved by scaling down the self-

Coulomb and self-exchange-correlation energy densities, interpolating within the single electron 

regions and the uniform electron regions (see Fig. 1.6).   
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CHAPTER 2: COMPLEXITY REDUCTION IN SELF-INTERACTION-

FREE DENSITY FUNCTIONAL CALCULATIONS USING THE FERMI-

LÖWDIN SELF-INTERACTION CORRECTION METHOD 

 

2.1 ABSTRACT 

 

 JCP: 250 words Fermi-Löwdin (FLO) self-interaction-correction (SIC) (FLOSIC) method 

uses symmetric orthogonalized Fermi orbitals as localized orbitals in one-electron SIC schemes 

resulting in a formal reduction in the scaling of SIC methods (e.g. Perdew-Zunger method) but 

requires identifying a set of Fermi orbital descriptors used to define the FLOs which can be 

computationally taxing. Here, we propose to simplify the SIC calculations using a selective orbital 

scaling self-interaction correction (SOSIC) by removing SIE from a select set of orbitals that are 

of interest. We illustrate the approach by choosing a valence set of orbitals as active orbitals in the 

SOSIC approach. The results obtained using the vSOSIC scheme are compared with those 

obtained with PZSIC which corrects for all the orbitals. The comparison is made for atomization 

energies of the AE6 set and a subset of MGAE109, barrier heights of BH6 and WCPT18 sets, 

ionization energies estimated as absolute HOMO eigenvalues, the polarizability of select 

molecules, exchange coupling constant and spin densities of Cu containing complexes, and vertical 

detachment energies (VDE) of water cluster anions. The agreement between the two methods is 

within a few percent for the majority of the properties. The MAE in the VDE of water cluster 

anions estimated from the highest occupied eigenvalue with vSOSIC-PBE with respect to 

benchmark CCSD(T) results is only 15meV making vSOSIC-PBE an excellent alternative to the 

CCSD(T) to obtain the VDE of water cluster anions. As an illustration of the computational 

effectiveness, the vSOSIC calculation on [𝐶𝑢2𝐶𝑙6]2− complex, show that in addition to the cost 

savings from employing fewer orbitals to account for SIC, the FOD optimization in vSOSIC is 

also noticeably smoother and faster. 
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2.2 INTRODUCTION 

 

The low computational expense combined with relatively good accuracy of density 

functional theory (DFT) [1,2] has made it a quantum mechanical method of choice to study the 

electronic structure of various types of materials, from atoms and molecules to nanostructures to 

periodic materials. Practical DFT calculations require approximation to the unknown exchange-

correlation functional, and numerous density functional approximations (DFAs) with varying 

degrees of complexity have been proposed. Many failures of the DFAs have been ascribed to the 

self-interaction error (SIE) present in the approximate exchange-correlation functionals. The 

problem arises since the self-Coulomb energy is not completely canceled by the self-exchange 

energy when the exact, but unknown, exchange-correlation functional is approximated. A few 

illustrative examples of the failures of DFA are charge delocalization in proteins [3], completely 

different charge distribution on Kevan structure for the solvated electron [4], spurious charge 

transfer in organic acid-base cocrystals [5], severe overestimation of hyperpolarizabilities in 

conjugated molecules [6], structural distortion in the electron polaron model systems [7], a lack of 

size-intensivity of ionization potential [8] and so on. The self-interaction correction (SIC) methods 

to remove SIE in an orbital-wise manner were devised long ago [9–17]. 

  

The most well-known one-electron SIC method is the Perdew-Zunger SIC (PZSIC) [10,14] 

method wherein an orbital by orbital correction is applied to the DFA total energy [10]. The PZSIC 

energy is given by, 

 

𝐸𝑃𝑍𝑆𝐼𝐶[𝜌↑, 𝜌↓] = 𝐸𝐷𝐹𝐴[𝜌↑, 𝜌↓] − Σ𝑖𝜎
𝑂𝐶𝐶{𝑈[𝜌𝑖𝜎] + 𝐸𝑋𝐶

𝐷𝐹𝐴[𝜌𝑖𝜎 , 0]}.                (2.1) 

 

Here, 𝐸𝐷𝐹𝐴 is the DFA total energy, 𝜌↑, 𝜌↓, and 𝜌𝑖𝜎 are up spin, down spin, and orbital densities, 

respectively; 𝑈[𝜌𝑖𝜎 ] and 𝐸𝑋𝐶
𝐷𝐹𝐴[𝜌𝑖𝜎 , 0] are the Coulomb and approximate exchange energies. The 

PZSIC energy minimization corresponds to finding an optimal unitary transformation of canonical 

Kohn-Sham orbitals and results in a set of 𝑀(𝑀 −  1)/2 conditions (for 𝑀 occupied orbitals) 

known as the localization equations [18,19]. These equations are given by  

 

⟨𝜙𝑖|𝑉𝑖 − 𝑉𝑗|𝜙𝑗⟩ = 0.                                               (2.2) 
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Here, 𝑉𝑖  is the sum of Coulomb and exchange-correlation potential of the 𝑖𝑡ℎ orbital. Although 

not as popular as standard gradient-based DFAs, a number of researchers have adopted PZSIC 

[15,20–55]. Many implementations of the PZSIC use localized orbitals obtained using various 

criteria [37,56,57]. In 1984, Luken and Culberson observed that properties of the Fermi hole can 

be used to transform canonical orbitals into a set of localized orbitals [58,59]. As these orbitals are 

not orthogonal, they proposed a symmetric orthogonalization procedure to obtain a set of 

orthogonal orbitals. In 2014, Pederson, Ruszinsky and Perdew used these orbitals, which they 

called Fermi-Löwdin orbitals, to obtain PZSIC energy [60]. This results in a unitary invariant 

implementation of the PZSIC energy functional (Eq. 2.1). The Fermi orbitals (FO) [58,59] are 

given by 

 

𝐹𝑗𝜎(𝑟) = ∑  
𝜓𝑖𝜎(𝑎⃗⃗𝑗𝜎)𝜓𝑖𝜎(𝑟)

√𝜌𝜎(𝑎⃗⃗𝑗𝜎)

𝑁𝜎
𝑖 .                                            (2.3)  

 

Here, the sum of 𝑖𝜎 represents the sum over Kohn-Sham orbitals (𝜓𝑖𝜎) and 𝑗 is the FO index (local 

orbital), 𝜌𝜎 is the total electron spin density, and  𝑎⃗𝑗𝜎 is the so-called Fermi orbital descriptor 

(FOD) position. The Fermi orbitals are further orthogonalized using the Löwdin method to give 

the Fermi-Löwdin orbitals (FLOs). The PZSIC energy is minimized by varying the FOD positions 

in combination with a conjugate gradient or BFGS algorithm [61,62]. The FLOSIC method [60–

65] ensures size extensivity, as well as unitary invariance of the total energy. It also simplifies the 

problem since instead of satisfaction of 𝑁(𝑁 −  1)/2 equations only 3𝑁 variables, where 𝑁 is the 

number of orbitals, need to be optimized. This results in a significant reduction in the formal cost 

of the SIC calculations. 

The FLOSIC method has been used to study a wide range of chemical and physical properties 

[10,34,36,43,66–101]. As mentioned above, obtaining the SIC energy in the PZSIC requires the 

determination of the optimal FOD positions. In practice, however, the optimization of FOD is a 

slow process due to the complicated/shallow potential energy surface generated by the FODs, 

especially for systems containing transition metal (TM) atoms. The FOD optimization of systems 

with TM atoms is particularly difficult and can often require a few hundred steps. Moreover, the 

number of steps required grows as the number of FODs increases. Our experience with the FOD 
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optimizations shows that the difficulties primarily arise from the optimization of core FODs. To 

alleviate this problem, approaches such as freezing the core FOD for the 1s orbitals or the use of 

pseudopotential have been adopted in some FLOSIC calculations on transition metal and some 

organic complexes [79,84,102]. 

In this work, we propose a simplification of the FLOSIC calculation by selecting a subset of Kohn-

Sham orbitals in constructing FLOs for the SIC calculations. Since the physical properties of 

systems are determined mainly by the valence electrons, we choose this subset to be the valence 

orbitals. We validate this approach by performing extensive tests on a variety of systems on several 

different properties. We show that the proposed simplified scheme, which results in a substantial 

reduction in the number of parameters (FODs) to be optimized, reproduces results of the full all-

electron FLOSIC method within 1-2 kcal/mol and that for many properties, in fact, provides 

slightly improved results. We have applied the present approach to the lowest three rungs of 

functionals, namely, local spin density approximation (LSDA), Perdew-Burke-Ernzerhof 

generalized gradient approximation (PBE) and r2SCAN meta-GGA functionals. We believe this 

is the first time SIC-r2SCAN approach has been assessed for a range of electronic properties. 

The details about the present approach and its implementation are provided in the next section 

followed by results and discussion. 

 

2.3 METHODOLOGY 

 

 We divide the 𝑁 occupied KS orbitals into groups of 𝑃 passive and (𝑁 −  𝑃) active 

orbitals such that the corrected exchange-correlation energy can be written as [72] 

 

𝐸𝑆𝑂𝑆𝐼𝐶−𝐷𝐹𝐴 = 𝐸𝑋𝐶
𝐷𝐹𝐴[𝜌↑, 𝜌↓] − ∑ 𝑋𝑖𝜎

𝑘 (𝑈[𝜌𝑖𝜎] + 𝐸𝑋𝐶
𝐷𝐹𝐴[𝜌𝑖𝜎 , 0])

𝑃

𝑖𝜎=1

− ∑ 𝑌𝑖𝜎
𝑘 (𝑈[𝜌𝑖𝜎] + 𝐸𝑋𝐶

𝐷𝐹𝐴[𝜌𝑖𝜎 , 0])

𝑂𝐶𝐶

𝑖𝜎=𝑃+1

 

 (2.4) 
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Here, 𝑋𝑖𝜎
𝑘  and 𝑌𝑖𝜎

𝑘  can be considered as scaling factors that can be determined using various criteria 

[66,74]. The value of 𝑃 should be chosen carefully. For example, by applying full SIC correction 

to the orbitals that participate in the stretched bonds and scaling down SIC for other orbitals, 

Yamamoto and coworkers were able to obtain barrier heights of BH6 dataset within the chemical 

accuracy [74] using this selective orbital scaling SIC (SOSIC). As our purpose in this work is to 

simplify the SIC approach to improve its computational efficiency, we choose 𝑃 to be the core 

orbitals with the factors 𝑋𝑖𝜎
𝑘 = 0 and 𝑌𝑖𝜎

𝑘  =  1. This amounts to applying the full SIC only to the 

valence electrons. This method of selectively applying SIC to the valence electron will be referred 

to as vSOSIC hereafter.  

We choose the 𝑃 core electrons as shown in Table 2.1. For example, in the case of manganese 

which has an electronic configuration [𝐴𝑟]4𝑠23𝑑5, 𝑃 is 10, i.e., only the electrons in the 3𝑠, 3𝑝, 

3𝑑 and 4𝑠 are considered for the SIC calculations. Previous calculations indicate that a full shell 

should be included to allow shell hybridization in the SIC calculations. It is noted that the FOD 

positions for atoms often follow the shell structure such that four FODs transcribe to the second 

shell (2𝑠, 2𝑝), 9 for the third shell (3𝑠, 3𝑝, 3𝑑), etc. Therefore, the use of [𝐴𝑟] core, in this case, is 

not recommended. The 3𝑑 transition metal atoms from scandium to zinc are assigned a neon core 

similar to a small core in effective core potential (SC ECP) schemes. Such a choice considerably 

simplifies SIC calculations due to reduction in the time-consuming task of calculating orbitalwise 

SIC potentials. More importantly, it also facilitates the optimization of the FODs since often it is 

the core FODs that are more difficult to optimize. We note in passing that the proposed scheme 

also permits the application of SIC in selected regions in space in the spirit of embedding 

approaches for applications such as, for example, single atom catalysis. Such applications will be 

pursued in subsequent studies. 
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Table 2.1. Sets of criteria for determining the value 𝑃 in Eq. (2.4) for hydrogen up to the barium 

atom in order to differentiate core and valence electrons. 

`  

 

In the vSOSIC method, localized Fermi orbitals are constructed from the valence Kohn-Sham 

orbitals and valence electron density as, 

 

𝐹𝑗𝜎(𝑟) = ∑  
𝜓𝑖𝜎(𝑎⃗⃗𝑗𝜎)𝜓𝑖𝜎(𝑟)

√𝜌𝜎
𝑣𝑎𝑙(𝑎⃗⃗𝑗𝜎)

𝑁
𝑖=𝑃+1 .                                         (2.5)  

 

Here, 𝜌𝜎
𝑣𝑎𝑙(𝑎⃗𝑗𝜎) = ∑ |𝜓𝑖𝜎(𝑎⃗𝑗𝜎)|

2𝑁
𝑖𝜎=𝑃+1 , 𝑁 is the number of electrons and  𝑎⃗𝑗𝜎 are the Fermi-

orbital descriptors. The Fermi-Löwdin orbitals (𝜙𝑖𝜎(𝑟)) are obtained after symmetric 

orthogonalization of the Fermi orbitals from Eq. (2.5). These FLOs are used to compute the SIC 

potentials and energies. Naturally, vSOSIC requires less number of FODs than the number of 

occupied orbital. FODs for [𝐶𝑢2𝐶𝑙6]2− is shown in Fig. 2.1 as an example where 82 FODs are 

present instead of 162. 
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Fig 2.1. [Cu2Cl6]2− SOSIC Fermi orbital descriptors. The magenta (grey) FOD corresponds 

spin up (down) channel. The orange (green) dots represent copper (chlorine) atom 

positions. Instread of 162 FODs, vSOSIC uses only 82 FODs. 

 

Self-consistency can be obtained either using optimized effective potential within the Kriger-Li-

Ifarate approximation [64] or using the Jacobi update approach [63]. We have used the Jacobi 

update approach in this work. Fig. 2.2 pictorially presents how the SOSIC Hamiltonian is 

constructed.  
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Fig 2.2. Visual representation of the DFA+SIC Hamiltonian construction in the SOSIC approach. 

 

We first construct a SIC Hamiltonian as described by Yang et al. [63] as 

 

𝐻𝜎 = 𝐻𝜎
𝐷𝐹𝐴 + ∑

1

2
(𝑉𝑖𝑗

𝑖𝜎 + 𝑉𝑗𝑖
𝑗𝜎

)|𝜙𝑖𝜎⟩⟨𝜙𝑗𝜎| 
𝑁𝜎
𝑖,𝑗=𝑃+1                             (2.6) 

 

where, 𝑉𝑖𝑗
𝑖𝜎 = ⟨𝜙𝑖𝜎|𝑉𝑖𝜎|𝜙𝑗𝜎⟩ being the SIC potential for the 𝑖𝑡ℎ orbital of spin 𝜎. For the vSOSIC 

case, the SIC part of the Hamiltonian has 𝑀 × 𝑀 non-vanishing elements where 𝑀 = 𝑁 − 𝑃. The 

Jacobi update approach is used to derive the orthogonal eigenvectors. Once the self-consistency is 

achieved for a given FOD configuration, the forces on the FODs are calculated [61,62] and the 

FOD positions are optimized either using the LBFGS or conjugate gradient schemes [103]. We 

show in Fig. 2.3 the SOSIC algorithm with Jacobi approach.  
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Fig. 2.3. vSOSIC algorithm flowchart for Jacobi rotations approach 

 

The vSOSIC calculations are performed for the non-empirical functionals at the three lowest rungs 

of functional ladder. These are local spin density approximation (LSDA), generalized gradient 

approximation (GGA), and meta-GGA. We choose PW92 correlation functional [104] for the 

LSDA, Perdew-Burke-Ernzerhof (PBE) parameterization for the GGA [105,106], and 𝑟2SCAN 

meta-GGA functionals [107]. For comparison, we have also included PZSIC calculations using 

FLOs where FLOs are constructed using all Kohn-Sham orbitals as in previous FLOSIC 

calculations. The PZSIC-LSDA and PZSIC-PBE calculations have been reported earlier while the 

PZSIC-𝑟2SCAN results reported herein are new results. 
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We have modified the FLOSIC code [108] for the work described here. The NRLMOL basis set 

is used for all calculations in this work [109]. For the vertical detachment energy calculations of 

water cluster anions, we used the NRLMOL basis set [109] with extra diffused functions to account 

for the anionic nature of the water clusters [110]. The Gaussian exponents for the extra functions 

are provided by Yagi et al. [111] where their values are 9.87 × 10−3, 8.57 × 10−3, and 

3.72 × 10−3 for oxygen 𝑠 and 𝑝, and hydrogen 𝑠 functions, respectively.  

As mentioned earlier this is the first work that reports FLOSIC-r2SCAN calculations on a wider 

range of properties. We therefore briefly comment on the numerical details of SIC calculations 

with 𝑟2SCAN. In our earlier works [73,87], we have implemented and discussed the performance 

and numerical sensitivity of the SCAN and 𝑟SCAN functionals. The sensitivity of the SCAN 

functional to the choice of the numerical grid has been noted in a few studies [73,87,112–115]. 

The numerical instability of SCAN is primarily due to its interpolation function, which is smoothed 

out in 𝑟SCAN and 𝑟2SCAN functionals. The  𝑟2SCAN functional [107] is numerically more stable 

than the original SCAN and requires a less dense grid. We note that SIC calculations typically 

require denser numerical grids than the standard DFA calculations as the SIC contributions to the 

Hamiltonian/Fock matrix elements and SIC energy corrections are evaluated using the orbital 

densities that can vary far more rapidly than the total spin densities used in evaluating 

corresponding DFA contributions. Our earlier work has shown that FLOSIC calculations with 

SCAN functional typically requires very dense grids with about 140000 grid points per atom. We 

have examined the numerical needs of 𝑟2SCAN in the FLOSIC calculations. We find that 

FLOSIC-𝑟2SCAN calculations require a factor of 2-4 times fewer grid points than FLOSIC-SCAN 

calculations. To describe the energy landscape in covalent bond stretching or reaction pathway, 

however, it requires a denser mesh than the default mesh of the FLOSIC code. The numerical mesh 

used in the present SIC-𝑟2SCAN calculations has roughly 1.1–1.5 times more grid points than the 

mesh requirements of the SIC-LSDA.  

 

2.3 RESULTS 

 

 In this section, we first present the results on energy related properties such as atomization 

energies, reaction barrier heights, ionization potentials, binding energies of water cluster, and 
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magnetic exchange coupling parameters followed by polarizabilities which is a density related 

property using the present vSOSIC approach to assess its performance in comparison to the all-

orbital PZSIC results in which all canonical KS orbitals are included in the construction of the 

Fermi-Löwdin orbitals, and SIC energy is calculated by summing SIC energy contribution of all 

orbitals. We further extend this assessment to include density-related properties such as static 

dipole polarizabilities of select molecules containing fourth-row elements in the periodic table. 

 

2.3.1 ATOMIZATION ENERGIES 

 

    We evaluated the performance of vSOSIC atomization energies (AEs) on the AE6 [117] 

dataset and a set of 37 molecules from the G2/97 dataset [118]. AE6 consists of the atomization 

energies of six molecules and is typically used as a small representative benchmark set of the larger 

main group atomization energy (MGAE109) dataset. We calculated atomization energies as 

follows, 𝐴𝐸 = ∑ 𝐸𝑖 − 𝐸𝑚𝑜𝑙
𝑁𝑎𝑡𝑜𝑚𝑠
𝑖 , where 𝐸𝑖 is the energy of the atoms and 𝐸𝑚𝑜𝑙 is the energy of 

the molecule. The mean absolute errors (MAEs) for the AE6 set are derived by comparing against 

the values from Ref. 117 and are shown in Table 2.2. Since the vSOSIC includes a smaller set of 

orbitals, we can expect the errors in atomization energies to be between those for DFA and PZSIC-

DFA errors. This trend can be seen from Table 2.2.  

Additionally, we studied the 37 molecules used in our earlier work (Ref. 87). We experienced SCF 

convergence issues with the vSOSIC approach for LiBr and NaBr with Jacobi rotation when a 

large core SOSIC treatment is used on the bromine atom. In such cases, using small core SOSIC 

can eliminate the issues. 
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Table 2.2. Mean absolute error (MAE) in kcal/mol and mean absolute percentage error (MAPE) 

in % of atomization energy for the data sets AE6 and 37 moleculesa,b. 

 

 

The qualitative performance of vSOSIC using a small core for the larger atoms is summarized in 

Table 2.2 compared against Ref. 118. The trends in atomization energies for the AE6 and the larger 

set are similar for LSDA in that the MAEs are reduced with PZSIC-LSDA compared to DFA-

LSDA. With PBE and 𝑟2SCAN functionals, the MAEs for the larger set are comparable with the 

three approaches. On the other hand, with AE6 set, the application of SIC introduces large errors 

with 𝑟2SCAN. Since AE6 is a small set, the larger set is more likely to show the general 

performance of these functionals. Overall, the vSOSIC-DFA MAEs are close to those of PZSIC-

DFAs. 

2.3.2 BARRIER HEIGHTS 

 

  The barrier heights of chemical reactions are difficult to describe correctly with a DFA 

since the SIE appears in stretched bond situations at the saddle point calculation. DFAs due to SIEs 

tend to incorrectly provide lower energies for the transition states. Previously, PZSIC performance 

on the BH76 set was studied [120], and it is reported that both accurate energy functional as well 

as accurate electron density are important for describing barrier height calculations. Furthermore, 

previous SOSIC work [74] on the reaction barrier heights of the BH6 dataset [117] showed that 

SOSIC works well when it includes only the orbitals corresponding to the stretched bonds.  

Here, we systematically compare the performance of the vSOSIC methods on reaction barrier 

heights using the BH6 set. The reactions of BH6 are (a) 𝑂𝐻 + 𝐶𝐻4 → 𝐶𝐻3  +  𝐻2𝑂, (b) 𝐻 +

𝑂𝐻 → 𝐻2 + 𝑂, and (c) 𝐻 + 𝐻2𝑆 → 𝐻2 + 𝐻𝑆. There are six barrier heights from the combined 
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forward and reverse reaction pathways. Table 2.3 provides a summary of the results and shows 

that vSOSIC performance is nearly identical to that of PZSIC with comparable MAEs for the three 

functionals. 

 

Table 2.3. Mean absolute error (MAE) in kcal/mol for the reaction barrier heights of BH6 and 

WCPT18 sets. 

 

 

Since the BH6 set is a rather small set of reaction barriers, we also additionally used the WCPT18 

set [121] to evaluate the vSOSIC performance in comparison to PZSIC. The WCPT18 set consists 

of 18 reaction barrier heights and requires 28 single-point calculations. The set consists of 9 water-

catalyzed proton-transfer reactions that involve zero, one, or two water molecules as a catalyst. 

The mean absolute errors (MAEs) of the WCPT18 set presented in Table 2.3 for LSDA, PBE and 

𝑟2SCAN show that the vSOSIC and PZSIC results agree within 1 kcal/mol. This is expected since 

the proton transfer reactions involve stretching electron density on the hydrogen atom where SIC 

is truly needed. This stretching happens on valence orbitals, where vSOSIC and PZSIC have the 

same SIC effect on these orbitals. 

 

2.3.3 HIGHEST OCCUPIED MOLECULAR ORBITAL (HOMO) EIGENVALUES FOR 

38 SELECTED MOLECULES 

 

 Janak’s theorem relates that the negative of the HOMO eigenvalue in DFT is equivalent to 

the vertical ionization potential (IP) [122–125]. Since many DFAs do not have a correct asymptotic 
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potential character, their exchange-correlation potentials tend to be too shallow in the asymptotic 

region, resulting thereby in absolute HOMO eigenvalues that underestimate the IPs. PZSIC is 

shown to lower the HOMO energy levels by deepening the exchange-correlation potential and 

widening the HOMO-LUMO gaps. This usually results in a much-improved agreement between 

absolute of HOMO eigenvalues with experimental IPs or higher-level theories. 

 

Fig. 2.4 compares the difference of absolute of HOMO eigenvalues of the 38 molecules (the 37 

molecules used in the atomization energies plus 𝐶𝑁−) that are a subset of G2/97 set and 

experimental IP for PZSIC-DFA and vSOSIC-DFA for LSDA, PBE, and 𝑟2SCAN. Although 

absolute HOMO eigenvalues in PZSIC estimate IPs better than DFA, the absolute HOMO 

eigenvalues of PZSIC overestimate the experimental IPs by up to 4 eV for the set of molecules 

studied here. vSOSIC HOMO eigenvalues are in good agreement with PZSIC. The eigenvalue 

spectra of LiBr and NaBr molecules are shown in Supplementary Materials where it can be seen 

that SOSIC and PZSIC valence eigenvalues are essentially identical. 

 

 

Fig. 2.4. Negative of HOMO eigenvalues of 38 selected molecules, a subset of G2/97 set, 

compared against experimental ionization potential for three functionals and two 

SIC methods. 
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2.3.4 VERTICAL DETATCHMENT ENERGY OF WATER CLUSTER ANIONS 

 

 Electron hydration is an important phenomenon in biological processes [126,127]. 

Modeling such behavior is challenging for the local and semi-local DFA. The semi-local GGA and 

meta-GGA and B3LYP performance is rather poor for such systems as the electron attached on 

the water cluster is delocalized over the system. Typically, the extent of the delocalization worsens 

with increasing water cluster size and consequently post-Hartree-Fock methods are often the 

methods of choice. Recent studies by Vargas and coworker showed that SIC methods can be a 

good alternative to MP2 and LC-BOP level of theory for describing the systems of hydrated 

electrons [97]. An excess electron in water clusters can be dipole-bound, trapped on a cluster 

surface, solvated internally to a cluster, or bound to dangling OH bonds of a cluster [111]. In all 

situations, active orbitals play an important role. Earlier studies carried out by this group on 

electron binding to water clusters have shown that PZSIC-PBE can predict the vertical detachment 

energies (VDE) in comparable accuracy as the CCSD(T) level of theory when the negative of the 

HOMO eigenvalues are used to estimate VDE. To assess the present SOSIC approach, we have 

computed the vertical detachment energies of water clusters from the absolute of the HOMO 

eigenvalues with only the PBE functional. We consider water dimer, five trimers (3AAa, 3Da, 3I-

1a, 3I-2a, and 3La), four tetramers (4AAa, 4Da, 4Ia, and 4La), five pentamers (5AA-1a, 5AA-2a, 

5Da, 5Ia, and 5La), and five hexamers (6AA-1a, 6AA-2a, 6Da, 6Ia, and 6La) The same isomer 

notation is used as in the references 97 and 111. 

The calculated VDEs are shown in Table 2.4 where PZSIC-PBE, vSOSIC-PBE, and CCSD(T) 

values from Ref. 111 are compared. The vSOSIC-PBE performance is very close to PZSIC-PBE 

with MAEs of 16.9 (PZSIC-PBE) and 15.0 meV (vSOSIC-PBE) when compared to CCSD(T) 

values, respectively. The differences between the PZSIC-PBE and vSOSIC-PBE VDE values are 

20 meV or less for the majority of the isomers except for 6AA-1a for which the difference is 53 

meV. 
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Table. 2.4. Vertical detachment energy of water cluster anions estimated with the negative of 

HOMO eigenvalues. MAE (in meV) are calculated with respect to CCSD(T). 

 

 

Typically, the extra electron in water cluster anions is unbound in the standard DFA calculations 

with positive HOMO eigenvalues. As demonstrated above, the vSOSIC-PBE and PZSIC-PBE can 

accurately describe electron binding in these clusters. Thus, removal of SIE from the valence 

orbitals can cure the failure of DFAs. As an interesting application of vSOSIC, here we further 

examine if removing the SIE for just one orbital (the last orbital with the extra electron) can 

improve the description of electron binding in these clusters. The results of this one-orbital SOSIC 

show that the removal of SIE from just one orbital results in electron binding with negative HOMO 

eigenvalues for all the clusters. In this case, the VDEs obtained from the HOMO eigenvalues 
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however show a higher MAE of 56.9 meV. Although this MAE is larger compared to the all orbital 

PZSIC-PBE, it is still comparable to MP2 MAE (44 meV) and far better than that of B3LYP (238 

meV) [97]. It is remarkable that the removal of SIE from just one orbital (extra electron) can result 

in a major improvement in the VDEs of water anions since the cost of this calculation is practically 

the same as that of PBE functional. Since the SIC is applied only to the extra electron, the FLO in 

this case is same as the Kohn-Sham orbital. This approach therefore can be readily introduced in 

most density functional codes. 

 

2.3.5 BINDING ENERGIES OF WATER CLUSTERS 

 

 Water is essential in biological systems but has complex intermolecular interactions that 

include both hydrogen bonds and Van der Waals interactions. Non-local electron correlation is 

considered necessary for an accurate description of water [128]. There are numerous models for 

water clusters that account for van der Waals interactions to describe extended water. Here we 

consider the effect of SIC on the binding energies of water clusters. The binding energies per water 

cluster are calculated as 𝐵𝐸 =
1

𝑛
[𝐸[(𝐻2𝑂)𝑛] − 𝑛𝐸(𝐻2𝑂)] , where n is the cluster size. By this 

definition, the BE for bound clusters has a negative sign. 

Sharkas and coworkers examined the performance of DFA and PZSIC for the binding energy of 

water clusters from the WATER27 set [129], which included global minimum configuration of 

water dimer to water pentamer, four low-lying isomers of water hexamer (prism, cage, book, and 

ring), and the two most stable isomers of water octamer [96]. With the three semi-local DFAs 

(LSDA, PBE, and SCAN), water clusters are over-bound whose MSEs are −197, −13.2, and −37.9 

meV/cluster, in the respective order in functional type. With PZSIC, cluster binding energies are 

improved but still over-bound for LSDA and SCAN whose MSEs are −128 and −9.5 meV/cluster, 

respectively. PZSIC-PBE has MSE of 4.2 meV/cluster. Using the DFA@PZSIC-DFA approach 

(evaluating DFA energy with PZSIC-DFA density), Sharkas and coworkers found that the over-

binding behavior is not due to density-driven error but rather a functional (energetic) error as 

DFA@PZSIC-DFA results are similar to DFA results. 

In this subsubsection, we present vSOSIC results on small water clusters of sizes from dimer to 

hexamers and larger water clusters consisting of twelve, twenty, and thirty water molecules. For 
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brevity, we refer to the larger clusters as water-12, water-20, and water-30. We have used 

geometries for water-12 and water-20 optimized using MP2/aug-cc-PVTZ from Ref. 130 and 

water-30 geometry from Ref. 131 optimized at the M06-2X/6-31++G(d,p) level of theory. MAEs 

are determined by using the CCSD(T) values [132] for the cluster sizes 2-6 as reference and using 

the MP2 reference values [130] for the water-12 and water-20. For the larger water-30, we utilized 

as reference the MP2/aug-cc-pVDZ value [133]. The differences in binding energies calculated in 

our approach and the reference values are shown in Fig. 2.5. The negative (positive) values of the 

difference indicate over(under) binding tendency of the given functional. 

 

 

Fig. 2.5. Relative water cluster binding energy per water cluster of size n (in meV/n) for DFA, 

PZSIC, and vSOSIC with (a) LSDA and (b) with PBE and 𝑟2SCAN. 

 

As shown in Fig. 2.5(a), the LSDA tends to overbind the water clusters which is reduced by PZSIC 

and vSOSIC. The vSOSIC errors are close to those of PZSIC but slightly larger. On the other hand, 

the PZSIC-PBE and vSOSIC-PBE do not perform comparably for the smaller clusters. vSOSIC-

PBE tends to overestimate the B.E.s for smaller water clusters and underestimate the B.E.s for 

large clusters. PZSIC-PBE yields good estimation but does not show a clear trend for the smaller 

clusters. It, however, significantly overestimates the B.E.s of larger clusters. The signs of the B.E. 

errors for PZSIC-PBE and vSOSIC-PBE are not always same for the smaller clusters. With  

𝑟2SCAN the errors with PZSIC and vSOSIC have opposite signs for all small clusters indicating 
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vSOSIC-𝑟2SCAN tends to overbind whereas PZSIC-𝑟2SCAN underbinds. For the larger clusters, 

both vSOSIC-PBE and vSOSIC- 𝑟2SCAN underestimate the B.E.s but the errors are smaller than 

those for PZSIC. The errors for PZSIC-PBE and PZSIC-𝑟2SCAN are even larger than those for 

the DFAs only. The comparison between vSOSIC and PZSIC results also shows that the source of 

the errors in PZSIC lies in the correction for the core orbitals. This is surprising since the core 

orbitals are unlikely to change significantly going from the water molecule to the cluster. These 

clusters will be studied in more detail in future. 

 

2.3.6 PERFORMANCE OF STATIC DIPOLE POLARIZABILITIES 

 

 In recent years, the effects of SIE on dielectric properties have been investigated 

[75,76,78]. It is known that SIE noticeably affects dipole moment and static dipole polarizabilities. 

With DFAs, polarizabilities are, in general, overestimated because of the delocalization in the 

electron densities arising from SIE. On the other hand, PZSIC polarizabilities tend to be 

underestimated since the densities may become too compact due to overcorrecting tedency of 

PZSIC. Since in the vSOSIC approach, the valence (core) electrons are self-interaction corrected 

(uncorrected), we study how this treatment based on the valence would affect the static dipole 

polarizabilities. To this end, we chose the heavy molecules from carbon and pnictogen groups 

where core electrons are excluded from SIC energy evaluations in the vSOSIC approach. The 

molecules chosen for polarizability are 𝐴𝑠𝐻3, 𝐴𝑠𝐶𝑙3, 𝐴𝑠4, 𝐺𝑒𝐶𝑙4, 𝐺𝑒𝐹4, and 𝐺𝑒𝐻4. We also 

included benzene in this polarizability calculation. 

The polarizability tensor 𝛼𝑖𝑗 is calculated by taking the derivative of the dipole moments  𝜇⃗ with 

respect to an applied electric field components 𝐹𝑗 using finite difference method as: 

 

𝛼𝑖𝑗 =
𝜕𝜇𝑖

𝜕𝐹𝑗
= lim

𝐹𝑗→0

𝜇𝑖(𝐹𝑗)−𝜇𝑖(−𝐹𝑗)

2𝐹𝑗
.                                        (2.7) 

 

The electric field strength of 0.005 a.u. is used. The average polarizability 𝛼𝑎𝑣𝑔  =  (𝛼11 + 𝛼22 +

𝛼33)/3 is calculated from the trace of the polarizability tensor. 
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In Table 2.5, we show the calculated polarizability of each molecule and the corresponding MAE 

(MSE) for each method. The LSDA values overestimate experiment with an MAE of 2.44 𝑎0
3 

whereas for PZSIC-LSDA MAE is 4.99 𝑎0
3. The table clearly shows that LSDA overestimates and 

PZSIC-LSDA underestimates polarizabilities. This result is consistent with our previous 

observations on polyacenes and water clusters [75,78]. SOSIC-LSDA results lie between LSDA 

and PZSIC-LSDA with an MAE of 4.56 𝑎0
3 which is in slightly better agreement with the 

experiment than PZSIC but essentially similar to PZSIC. The SOSIC-LSDA, in general, produces 

the same quality of polarizability as PZSIC-LSDA implying that the amount of density localization 

is similar. With PBE and 𝑟2SCAN functionals also, it is seen that the PZSIC reduces the 

polarizabilities compared to the DFA due to the localization of the density. With vSOSIC, the 

localization of the density is less compared to PZSIC. With LSDA and 𝑟2SCAN a clear trend is 

seen in that the 𝛼𝐷𝐹𝐴  >  𝛼𝑣𝑆𝑂𝑆𝐼𝐶  >  𝛼𝑃𝑍𝑆𝐼𝐶. This trend is however not clear for PBE in that for 

some of the systems the vSOSIC polarizabilities are even smaller than those for PZSIC. In the case 

of PZSIC-PBE, the SI correction for the 1s orbital and for the rest has the opposite sign. By 

excluding 1s orbital from the correction, vSOSIC likely results in a slightly different electron 

localization behavior. 
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Table 2.5. The average polarizability (in  𝑎0
3) of a set of six molecules. 

 

 

2.3.7 MAGNETIC EXCHANGE COUPLING CONSTANT OF CHLOROCUPRATE 

 

 The magnetic exchange interaction between localized spins is another property what is 

affected by the delocalization error arising from the SIE in the DFAs. The coupling strength 
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between two magnetic spins is characterized by a quantity known as magnetic exchange coupling 

constant (J), and its sign and magnitude determine the magnetic nature and strength of materials. 

The spin Hamiltonian for such interaction is written as 

 

 

𝑯𝑠𝑝𝑖𝑛 = −𝑱 ∑ 𝑺𝒊 ∙ 𝑺𝒋𝑖,𝑗                                                   (2.8) 

 

By relating the DFT energy of high-spin and low-spin states with a given electron configuration 

to the 𝑯𝑠𝑝𝑖𝑛 of the corresponding spin configuration, we can determine the value of 𝑱 from the 

DFT calculations. As an application of the vSOSIC method, we compute magnetic exchange 

coupling constant of [𝐶𝑢2𝐶𝑙6]2− system and compare the results with previously SIC results by 

Mishra et al. and other groups [78,80,135,136]. With LSDA and PBE, the coupling strength of this 

molecule is overestimated by a few orders. Previous PZSIC studies [80] using ECP showed that 

both the SIC correction to the energy and to the density are needed for accurate descriptions of 

coupling constants with LSDA and PBE functionals. On the other hand, for the SCAN family of 

functionals, sometimes only SIC correction to the density may be sufficient [87,95]. 

The magnetic exchange coupling constant is computed using the spin projection approach of 

Noodleman [137] given as a formula, 𝐽𝑆𝑃 = (𝐸𝐵𝑆 − 𝐸𝐻𝑆)/(2𝑆𝐴𝑆𝐵), where 𝑆𝐴 and 𝑆𝐵 are the spins 

at two magnetic centers, 𝐴 and 𝐵. 𝐸𝐵𝑆 is the energy of the molecule in broken symmetry spin 

configuration (↑↓) and 𝐸𝐻𝑆 is in high-spin spin configuration (↑↑). The vSOSIC calculated 

magnetic exchange coupling constants are compared with previous results in Table 2.6. It is 

evident that the two methods (PZSIC and vSOSIC) differ at most by 10 cm−1 for the LSDA and 

PBE functionals. We note that the magnetic exchange coupling constant is more sensitive to the 

accuracy in the total energies than other non-magnetic properties, and it requires tighter 

convergence criteria in FOD optimizations than usual calculations. The density-corrected DFA is 

a good way to improve the DFA predictions when DFA errors are suspected to be due to density 

delocalization errors. By comparing both DFA@PZSIC-DFA and DFA@vSOSIC-DFA, we find 

that the difference is 6 and 14 cm−1 for LSDA and PBE cases, respectively. 
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Table 2.6. Magnetic exchange coupling constant 𝐽𝑠𝑝 in 𝑐𝑚−1 for hexachlorocuprate [𝐶𝑢2𝐶𝑙6]2− 

at planar 𝜃 = 0◦. 

 

 

2.3.8 SPIN CHARGES IN SQUARE PLANAR COPPER COMPLEXES 

 

 As the final case study, we applied the vSOSIC method to the square planar copper 

molecule previously studied by Karanovich et al. [84]. They analyzed the electronic configurations 

for monoanionic [𝐶𝑢(𝐶6𝐻4𝑆2)2]− (Q1) and dianionic [𝐶𝑢(𝐶6𝐻4𝑆2)2]2− Cu-based molecules. 

Similar magnetic square planar structures [𝐶𝑢(𝐶14𝐻20𝑆2)2]𝑧 (𝑧 =  2−, 1−, 0) are synthesized 

experimentally [139]. Due to its long spin-lattice relaxation times, [𝐶𝑢(𝐶14𝐻20𝑆2)2]2− complex 

is considered as a candidate for qubits in the area of quantum information science. There has been 

a debate about the electronic structures of these square planar metal structures, and it has been 

suggested beyond-DFT methods such as multireference methods or potentially SIC methods may 

be required to study these complexes [84,139–141] Use of popular functionals such as PBE or 

B3LYP results in incorrect electron delocalization for the copper d-electrons. The Mulliken spin 

population at the Cu site with PBE is 0.32 μB, compared to the EPR experimental value of 0.51 
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μB. PZSIC-LSDA yields 0.67 μB, which is more similar to the Hartree-Fock and CASSCF 

estimates (0.79 and 0.70 μB, respectively) [84]. The PZSIC tendency to overestimate the spin 

population has also been observed in spin-crossover complexes [82]. Within the PBE and B3LYP 

functionals, the HOMO energy for the Q2 complex is positive, indicating that the additional 

electron is not bound to the complex. In both complexes, HOMO energy decreases from PBE to 

PZSIC-LSDA by 4.6 and 5.0 eV for Q1 and Q2 complexes, respectively. We performed the 

vSOSIC calculations and compared the HOMO and LUMO energy and spin population in Table 

2.7. Both the PZSIC-LSDA and vSOSIC-LSDA HOMO energies are negative and agree within 

0.1 eV. Similarly, the difference in Mulliken spin population between PZSIC and vSOSIC is 0.120 

μB and 0.01 μB for the Cu and S atoms in Q2. Spin population for Q1 is excluded in the table 

since their spin moment is zero. In this vSOSIC calculation, 100 orbitals are treated with SIC out 

of 175 total orbitals, reducing the computation time by 57%. The reduced FOD structure for the 

vSOSIC method is shown in Fig. 2.3. PZSIC calculations on transition metal complexes 

surrounded by ligands are often computationally costly. These systems demonstrate how vSOSIC 

can be significantly more computationally efficient than PZSIC.  

 

Table 2.7. he Mulliken population and HOMO and LUMO eigenvalues of (Q1) [𝐶𝑢(𝐶6𝐻4𝑆2)2]− 

and (Q2) [𝐶𝑢(𝐶6𝐻4𝑆2)2]2−. 

 

 

2.3.9 EFFICIENCY OF VSOSIC METHOD 

 

 As a reminder, PZSIC is a one-electron SIC approach wherein self-interaction correction 

is obtained in an orbital-by-orbital fashion. Thus, a rough estimate of the computational cost of 



 64 

PZSIC calculation is approximately 𝑁 + 1 times more than a DFA calculation, 𝑁 being the number 

of electrons in the system. The actual cost of calculation can be much higher than this estimate 

since localized orbital densities need to be determined. In the FLOSIC method, this amounts to the 

optimization of FODs that determine the FLOs used to evaluate SIC terms. Our experience shows 

that the FOD energy surface is often very shallow with multiple minima, and typically the FODs 

corresponding to the core orbitals, especially the 1𝑠 orbital, are harder to optimize. Such problems 

make the FLOSIC calculations very time-consuming. Thus, by applying SIC to select orbitals, 

computational costs can be substantially reduced. 

vSOSIC can accelerate SIC computations in two ways. As done in this work, if only the valence 

orbitals the SOSIC calculation for a given set of FOD configurations is (𝑁 + 1)/(𝑁 − 𝑁𝑐𝑜𝑟𝑒 + 1) 

times faster compared to a regular PZSIC calculation. Here 𝑁𝑐𝑜𝑟𝑒 and 𝑁 are the number of core 

orbitals and total orbitals, respectively. This also results in having to optimize 3(𝑁 − 𝑁𝑐𝑜𝑟𝑒) FOD 

parameters in vSOSIC instead the 3𝑁 in the PZSIC. As mentioned earlier, the optimization of the 

core FOD parameters is often unsteady, and their removal usually leads to smoother optimization 

in vSOSIC. 

As an illustration of computational savings, we consider a small [𝐶𝑢2𝐶𝑙6]2− complex and perform 

vSOSIC and PZSIC with LSDA functional calculations on the NERSC Perlmutter supercomputer 

that is equipped with AMD EPYC 7763 CPU with base (max) clock speed 2.45GHz (3.5GHz). 

We utilized two CPU sockets, resulting in a total of 128 cores per node. For conducting the timing 

test, only one node was used. The number of electrons treated with SIC in PZSIC (vSOSIC) is 160 

(80), and a single iteration step takes 343.4 (174.6) seconds with the above setup. This speedup in 

an SCF from PZSIC to SOSIC is in agreement with the expected speedup of (𝑁 + 1)/(𝑁 −

𝑁𝑐𝑜𝑟𝑒 + 1) ≈ 2. In Fig. 2.6 (a) we show the relative energy with respect to their converged 

energies as a function of FOD update steps for the same system. The FOD optimization in PZSIC 

requires ≈105 steps to reach the final energy within 10−4 𝐸𝐻  (where the tolerance in the energy 

derivative is 10−2 𝐸𝐻 /𝑎0). In the vSOSIC, the relative energy as well as the energy derivative is 

almost one order lower than PZSIC at the same FOD update step. 
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Fig. 2.6. PZSIC and vSOSIC for the relative total energies with respect to their final energies as a 

function of the FOD update steps (left pane) and the largest FOD force component 

as a function of the FOD update (right pane). 

 

The largest component of FOD force is plotted as a function of update steps in Fig. 6 (b). While in 

the PZSIC the force drops below 10−2 𝐸𝐻/𝑎0 at around 45 steps whereas in vSOSIC it takes only 

10 steps. The vSOSIC method is advantageous in FOD optimization. 

 

2.3.9 SCALED DOWN SOSIC 

 

 In a previous study [74], we demonstrated that orbital scaling self-interaction correction 

(OSIC) replaces the asymptotic potential behavior decaying from −1/𝑟 to −𝑋𝐻𝑂/𝑟, where 𝑋𝐻𝑂 is 

the highest orbital scaling factor defined within OSIC [74]. We also demonstrated that SOSIC with 

𝑋𝐻𝑂 = 1 reproduces identical HOMO energy as PZSIC for the SCAN functional. Though PZSIC 

is said to have the −1/𝑟 behavior, HOMO energies with PZSIC slightly overestimate IPs from 

experiments. Therefore, we utilized 𝑋𝐻𝑂 quantity to enhance the SOSIC HOMO energies 

compared to the experimental IPs. In Fig. 2.7, we show the vSOSIC HOMO energies in 

comparison to the experiment. We added a constant orbital scaling factor 𝑋 within the vSOSIC 
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method and used it as a tunable parameter. Here we chose two such parameters. First, we apply a 

linear fitting to the PZSIC HOMO energies vs. experimental IPs plot for the subset molecules from 

the G2/97 set. 

 

 

Fig. 2.7. Negative of HOMO eigenvalues of 37 selected molecules, a subset of G2/97 set, 

compared against experimental ionization potential for vSOSIC scaled. 

 

We have determined the slope of the fitted line to be 0.85 and use this as a choice for 𝑋. We also 

tested another value of 𝑋, specifically 𝑋 = 0.70, and found that its corresponding HOMO energies 

showed good agreement with the experimental data. Hereon, we refer SOSIC with 𝑋 = 0.85 (𝑋 =

0.7) as vSOSIC(85%) [vSOSIC(70%)]. The scaling process done here is similar in spirit to the 

scaling approach of the Iceland group [27] where they used 0.5 as the factor for PZSIC 

calculations. We discuss the performance of vSOSIC(100%), vSOSIC(85%), and vSOSIC(70%) 

in this section. 

The scaled-SOSIC approach changes total atomic energies slightly in comparison to 

vSOSIC(100%). Table 2.8 presents the total energies of atoms computed using three functionals 

and three vSOSIC scaling schemes. With vSOSIC(85%), their MAE changes are +11, -16, and -

11 mEH for LSDA, PBE, and 𝑟2SCAN, respectively. With vSOSIC(70%), their MAEs change 

from vSOSIC(100%) by +29, -33, -22 𝑚𝐸𝐻 , respectively. A systematic energy change as varying 

𝑋 is seen for each DFA functional.  
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Table 2.8. Scaled-vSOSIC mean absolute error (MAE) of the total energy of atoms from 

hydrogen to argon. 

 

 

We have repeated the atomization energy calculation with the AE6 set and G2/97 subset of 

molecules (cf. Table 2.9). The MAEs in atomization energies are reduced in all vSOSIC(85%) 

cases and even further for all vSOSIC(70%) cases. The most significant performance shift is 

observed when scaling vSOSIC on AE6 LSDA (MAE, 66.6 kcal/mol), resulting in a reduction of 

7.1 and 12.7 kcal/mol in MAE for vSOSIC(85%) and vSOSIC(70%), respectively. Interestingly, 

the vSOSIC method on the PBE functional outperformed the bare PBE (with an MAE of 16.3 

kcal/mol), where vSOSIC(85%) and vSOSIC(70%) showed an MAE of 13.5 and 11.3 kcal/mol, 

respectively. Even for 𝑟2SCAN, from 100% to 85% to 70%, the MAE decreases from 17.2 to 15.0 

to 12.8 kcal/mol toning down the overcorrecting nature of PZSIC on this functional. 

 

 

 

 

 

 

 

 



 68 

Table 2.9. Scaled-vSOSIC mean absolute error (MAE) and mean absolute percentage error 

(MAPE) of atomization energy for the AE6 set and the G2/97 subset of data. 

 

 

We have observed mixed performance for scaled-vSOSIC on barrier heights, with changes in 

performance differing among the three functionals (cf. Table 2.10). However, these changes are 

relatively less pronounced in comparison to the changes observed in the atomization energies 

performance. Specifically, we found that scaled-vSOSIC increases the MAE for BH6 when LSDA 

is used, while we observed a performance improvement for the BH6 set with PBE scaling-vSOSIC. 

Scaling-vSOSIC has a minimal impact on the BH6 MAE for 𝑟2SCAN, although there are 

variations in the mean error. In the case of the WCPT18 set, the performance is improved by 

scaled-vSOSIC in all three functionals where the improvement ranges from 0.46 to 5.07 kcal/mol. 
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Table 2.10. Scaled-vSOSIC mean absolute error (MAE) reaction barrier heights of BH6 and 

WCPT18 sets of data. 

 

 

Scaled-vSOSIC with the LSDA functional shows a uniform amount of MSE shift for all water 

clusters (cf. Fig. 2.8) from vSOSIC(100%) (MSE, -153.3 meV/n) to vSOSIC(70%) (MSE, -169.2 

meV/n), where its curve shifts toward the DFA curve whose MSE is -206.9 meV/n. PBE with 

scaled-vSOSIC shows a similar trend. The MSE of vSOSIC(70%) (-3.9 meV/n) falls in between 

vSOSIC(100%) (MSE, -4.3 meV/n) and PBE (MSE, -2.1 meV/n). We considered up to water-20 

cluster size, and find that scaled-vSOSIC with 𝑟2SCAN shows similar behavior where 

vSOSIC(70%) -12.6 meV/n falls between SOSIC(100%) MSE of 9.6 meV/n and DFA with -17.2 

meV/n. 
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Fig. 2.8. Relative water cluster binding energy per water cluster of size n (in meV/n) for DFA, 

PZSIC, and vSOSIC with (a) LSDA and (b) with PBE and 𝑟2SCAN. 

 

To summarize this section, we applied the empirically determined scaling factor to 

vSOSIC to improve agreement between its HOMO energies and IPs from 

experiments. We have found that scaling factors of 85% and 70% are suitable for 

constant scaling of the vSOSIC method. The scaling of vSOSIC has an overall 

beneficial effect, significantly improving atomization energies for the higher 

functionals, while the performance of barrier heights remains qualitatively the same or 

improves. Scaled-vSOSIC may be useful for PBE and 𝑟2SCAN, where we observed 

consistent performance improvement. 

 

2.3 SUMMARY 

 

We have outlined and assessed a simplified one-electron self-interaction-correction 

scheme where the SIE is removed from a select set of orbitals. In this work, the set chosen is 

valence orbitals since it is the valence orbitals that define central aspects of the electronic structure 

and chemical bonding. The approach is, however, more general and can also be used to correct for 

core states if needed, for example, in the computation of core-electron binding energies. It can also 

be adapted to apply SIC to a specific region of space, as in the spirit of embedding methods, by 
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identifying the FLOs that are localized in the region of interest. The present vSOSIC approach 

differs from the SOSIC method introduced in Ref. 74 in that the Fermi-Löwdin orbitals that are 

used in evaluating the SIC are constructed from the valence Kohn-Sham orbitals only. This results 

in a substantial reduction in the computational complexities by reducing the number of Fermi 

orbital descriptors that need to be optimized thereby providing significant computational speed up. 

The results obtained using the vSOSIC scheme are compared with those obtained with PZSIC 

which corrects for all the orbitals. We have studied the performance of vSOSIC on the total 

energies of atoms, atomization energies, reaction barrier heights, and HOMO eigenvalues of 

molecules. For the atomization energies of AE6 datasets, with the LSDA functionals MAE with 

vSOSIC MAE is larger by 7 kcal/mol than the PZSIC, for the PBE functionals vSOSIC MAE is 2 

kcal/mol lower while for the 𝑟2SCAN functional vSOSIC MAE is 9 kcal/mol smaller than that of 

PZSIC. These differences between the performance of vSOSIC and PZSIC diminish for a larger 

dataset (37 molecules from the MGAE109). The vSOSIC and PZSIC perform similarly within 0.2 

kcal/mol in the calculation of the barrier heights of BH6 and WCPT18 datasets. Likewise, the 

absolute HOMO eigenvalues that approximate the vertical ionization energies, obtained by the 

vSOSIC and PZSIC are in excellent agreement with each other but they both overestimate the 

experimental ionization energies. A similar degree of agreement is seen between the two 

approaches for density-related parameters such as static dipole polarizabilities of select molecules. 

Furthermore, we applied vSOSIC to vertical detachment energies of water cluster anions, binding 

energies of water clusters, and magnetic exchange coupling parameters of [𝐶𝑢2𝐶𝑙6]2− and 

electronic structure of [𝐶𝑢(𝐶6𝐻4𝑆2)2]1−/2− as a test on systems containing transition metals. The 

vSOSIC and PZSIC predicted exchange coupling constants differ by 6 and 10 cm−1 for the LSDA 

and PBE functionals, respectively. For the [𝐶𝑢(𝐶6𝐻4𝑆2)2]1−/2− molecules, the vSOSIC like 

PZSIC binds the extra electrons and yields HOMO eigenvalues within 0.1 eV of PZSIC, while for 

the spin-moment at Cu site, vSOSIC prediction (0.55 μB) agrees with PZSIC (0.67 μB) within 0.1 

μB with vSOSIC value being closer to the EPR experimental value of 0.51 μB. The water cluster 

anions offer an interesting case. Our previous work with PZSIC-PBE showed that the negative of 

the highest occupied eigenvalue offered an outstanding approximation to the VDE of the water 

cluster anions, with an MAE of only 17 meV when compared to CCSD(T) values. These results 

outperformed MP2 method and other hybrid functionals by a wide margin. The vSOSIC technique 

(with PBE functional) decreases the MAE by another 2 meV, making it an ideal alternative to 
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CCSDT (T) for determining the vDE of water cluster anions. To determine the vDE of the water 

anions, an even more straightforward form of SOSIC was explored, in which just the outermost 

unpaired orbital was corrected for SIE. Interestingly in this scheme, we find that the HOMO 

eigenvalue is negative indicating electron binding. However, the VDEs derived from the HOMO 

eigenvalues, in this case, exhibit a higher MAE of 56.9 meV, which is still superior to B3LYP 

(238 meV) and comparable to MP2 MAE (44 meV). This 1orb-SOSIC is highly encouraging 

because the computing cost is nearly the same as that of the uncorrected density functional 

technique and may be useful in molecular dynamics simulations of such complexes. The vSOSIC 

calculations on the [𝐶𝑢2𝐶𝑙6]2− complex as an instructive example of the computational efficiency 

demonstrates that, in addition to the savings from using fewer orbitals to account for SIC, the FOD 

optimization in vSOSIC is substantially smoother and quicker. Overall, the vSOSIC method 

involves fewer calculations than the PZSIC method and produces results similar to the PZSIC 

method. As seen in the computation of the VDE of water anions, the approach may be tailored to 

the task at hand by selecting relevant orbitals for SIE removal. For example, the properties related 

to the core orbitals such as core electron binding energies, or Fermi-contact terms will require 

different choices of the active orbitals in the SOSIC method. The vSOSIC approach can be very 

useful for studying a large complex composed of heavy elements where SIC effects are expected 

to be more pronounced due to localized f-electrons. 

We applied scaling by a constant factor to SOSIC. The scaling is done in such a way to match 

SOSIC HOMO energy with known ionization energies from the experiment. The scaled SOSIC 

shows improvement in atomization energies while slightly changing the barrier height 

performance. Although this scaled SOSIC method may not retain the exact −1/𝑟 asymptotic 

behavior, this approach has a rationale, and it may be an attractive alternative method to the 

traditional one-electron SIC method. It is argued that the DFA orbital energy being too high 

compared to the exact DFT potential is not because of incorrect asymptotic potential or self-

interaction error but because LSDA exchange response potentials (also referred non energetic part 

of KS potential) are too repulsive in the bulk molecular regions [https://doi.org/10.1063/1.495087]. 

Through the LSDA term, GGA (and likely meta-GGA) functionals inherit the same problem. 

PZSIC subtracts the orbital density terms, and it gives the XC holes shaped as occupied orbitals 

and introduces non-locality that is needed for correct Coulombic decay (−1/𝑟) in XC potential. 

From this perspective, we may understand PZSIC and SOSIC as adding a response potential to 
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(DFA-) KS potential. Particularly, the scaled-vSOSIC can be seen as adjusting the shape of the 

XC holes and fine-tuning the exchange response potentials. The reason why LSDA does not have 

the correct −1/𝑟 asymptote is that the uniform electron gas of 𝜌−1/3  potential is not meant to 

describe the density decay outside of the atom or molecule. But at the same time, it was pointed 

out before that, the asymptotes are a region in space that does not carry any importance for total 

energy and orbital energy [142]. Hence the focus on any correction to DFA should be on the 

potential in the bulk regions. In that sense, both scaled and unscaled vSOSIC have a rationale for 

their approaches. 

This work also assessed the performance of the 𝑟2SCAN functional with PZSIC and vSOSIC 

methods for a range of properties. Our results show that the SIC-𝑟2SCAN calculations requires 
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CHAPTER 3: SPIN-STATE GAPS AND SELF-INTERACTION-

CORRECTED DENSITY FUNCTIONAL APPROXIMATIONS: 

OCTAHEDRAL FE(II) COMPLEXES AS CASE STUDY 

 

Reproduced from "Spin-state gaps and self-interaction-corrected density functional 

approximations: Octahedral Fe(II) complexes as case study", Selim Romero, Tunna Baruah, 

and Rajendra Rajendra Zope, J. Chem. Phys. 158, 054305 (2023), 

https://doi.org/10.1063/5.0133999, with the permission of AIP Publishing. 

3.1 ABSTRACT 

  

Accurate prediction of spin-state energy difference is crucial for understanding the spin 

crossover (SCO) phenomena and is very challenging for density functional approximations, 

especially for local and semi-local approximations due to delocalization errors. Here, we 

investigate the effect of self-interaction error removal from the local spin density approximation 

(LSDA) and PBE generalized gradient approximation on the spin-state gaps of Fe(II) complexes 

with various ligands using recently developed locally scaled self-interaction correction (LSIC) by 

Zope et al. [J. Chem. Phys. 151, 214108 (2019)]. The LSIC method is exact for one-electron 

density, recovers uniform electron gas limit of the underlying functional, and approaches the well-

known Perdew-Zunger self-interaction correction (PZSIC) as a particular case when the scaling 

factor is set to unity. Our results, when compared with reference diffusion Monte Carlo (DMC) 

results, show that the PZSIC method significantly overestimates spin-state gaps favoring low spin 

states for all ligands, and does not improve upon DFAs. The perturbative LSIC-LSDA using 

PZSIC densities significantly improves the gaps with a mean absolute error of 0.51 eV but slightly 

overcorrects for the stronger CO ligands. The quasi self-consistent LSIC-LSDA, like CCSD(T), 

gives a correct sign of spin-state gaps for all ligands with MAE of 0.56 eV, comparable to that of 

CCSD(T) (0.49 eV).  

 

 

https://doi.org/10.1063/5.0133999
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3.2 INTRODUCTION 

 

The Kohn–Sham (KS) formulation of the density functional theory (DFT) is an exact 

theory that is widely used in many areas, such as chemical physics, materials science, and 

condensed matter physics [1]. Its practical usage requires approximations of the exchange–

correlation energy functional, whose complexity determines the accuracy and efficiency of the 

calculations and system sizes that could be studied. Since there is no systematic way to improve 

upon the accuracy of exchange–correlation approximations, a large number of density functional 

approximations (DFAs) with various ingredients have been proposed [2,3]. Semi-local density 

functionals, in general, offer a good balance of accuracy and efficiency; hence, they are widely 

used in calculations of large system sizes. While many DFAs perform well for closed-shell 

systems, they can fail to accurately describe the spin states of the open-shell systems, such as 

transition metal complexes or organic radicals. Such systems typically have multiple electronic 

configurations that are close in energy, thereby resulting in several accessible spin states. Prototype 

examples of such systems are spin-crossover Fe-centered complexes [4-35]. In these systems, the 

spin-state can change with small temperature/pressure variations. Difficulties of the DFAs in 

properly describing the d electrons in these complexes arise due to inherent self-interaction-error 

(SIE) in these functionals. SIE can limit their ability to provide a qualitatively accurate description 

of spin-state ordering in these systems. 

The SIE in DFA arises due to the incomplete cancellation of the self-Coulomb energy by the self-

exchange energy of the approximate density functionals for one-electron density. The 

consequences are poor performance for many properties, such as low reaction barrier heights, 

underestimation of eigenvalues of valence orbitals and unbound atomic anions, overestimation of 

polarizabilities of molecular chains, and underestimation of bandgaps [36-40]. Perdew and co-

workers showed that the density functional total energy of an N-electron system should vary 

linearly between integer numbers of electrons. However, with the approximate density functionals, 

the total energy of an N-electron system varies as a convex curve as the electronic charge varies 

between N and N + 1 electrons [41,42]. The DFAs artificially lower the energy of a fractional 

electron system and thereby produce a convex curve instead of a linear curve between integer 

electron numbers. This deviation from the linearity is often called delocalization error [43-46] or 

sometimes the many-electron SIE [40]. The delocalization error is particularly severe for systems 
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with d or f electrons. The SIE can result in incorrect charge states and, consequently, yield 

erroneous spin-state ordering. Indeed, the elimination of delocalization errors in practical density 

functional calculations is considered the most outstanding challenge in density functional theory 

[47].  

In this work, we investigate and compare the effect of one-electron self-interaction correction [48] 

(SIC) on the energy gap between spin-states of single Fe-center complexes using a recently locally 

scaled self-interaction correction (LSIC) method of Zope and co-workers [49] and compare the 

results with the well-known Perdew–Zunger SIC (PZSIC) [50] method. The SIC corrections are 

applied to the simplest local spin density functional (LSDA) and one of the most widely used 

generalized-gradient-approximations (GGAs) of Perdew, Burke, and Ernzerhof (PBE). Our work 

shows that the PZSIC performs poorly for the spin-state gaps, favoring low spin states for all cases, 

while LSIC methods perform significantly better (especially quasi-self-consistent LSIC-LSDA) 

with a mean absolute error comparable to those of CCSD(T). 

In Secs. 2 and 3, we provide brief descriptions of the methods used in this work and the 

computational details. The results and discussion are presented in Sec. 4. 

 

3.3 THE LOCALLY SCALED SELF-INTERACTION CORRECTION (LSCI) METHOD 

 

 

 LSIC [49] is a one-electron SIC method that is exact for single electron cases, and it 

employs an orbital-by-orbital correction scheme [48] in which the total energy is given as 

 

 

𝐸𝐿𝑆𝐼𝐶[𝜌↑, 𝜌↓] = 𝐸𝐷𝐹𝐴[𝜌↑, 𝜌↓] + 𝐸𝑆𝐼𝐶 .                                     (3.1) 

 

Here,  

 

𝐸𝑆𝐼𝐶 = −Σ𝑖𝜎
𝑜𝑐𝑐{𝑈𝐿𝑆𝐼𝐶[𝜌𝑖𝜎] + 𝐸𝑋𝐶

𝐿𝑆𝐼𝐶[𝜌𝑖𝜎 , 0]}                                (3.2) 

 

with 
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𝑈𝐿𝑆𝐼𝐶[𝜌𝑖𝜎] =
1

2
∫ 𝑑𝑟 𝑧(𝑟)𝜌𝑖𝜎(𝑟) ∫ 𝑑𝑟′

𝜌𝑖𝜎(𝑟′)

|𝑟−𝑟′|
,                                    (3.3) 

 

𝐸𝑋𝐶
𝐿𝑆𝐼𝐶[𝜌𝑖𝜎 , 0] = ∫ 𝑑𝑟 𝑧(𝑟)𝜀𝑋𝐶

𝐷𝐹𝐴([𝜌𝑖𝜎, 0], 𝑟),                                    (3.4) 

 

 

where  𝜀𝑋𝐶
𝐷𝐹𝐴 is the exchange–correlation energy density per particle. Here, 𝑧𝜎(𝑟) is the local 

scaling factor 𝑧𝜎(𝑟) = 𝜏𝜎
𝑊(𝑟)/𝜏𝜎(𝑟), where 𝜏𝜎

𝑊 = |𝛻⃗⃗𝜌𝜎|
2

/(8𝜌𝜎) is the von Weizsäcker kinetic 

energy density and 𝜏𝜎(𝑟) =
1

2
𝛴𝑖|𝛻𝜓𝑖,𝜎|

2
 is the non-interacting kinetic energy density. The scaling 

factor 𝑧𝜎 is an iso-orbital indicator, which lies between 0 and 1, indicating the nature of the charge 

for 𝑧𝜎(𝑟) = 1 as single electron density and for 𝑧𝜎(𝑟) = 0 as the uniform electron density. Scaling 

SIC terms with 𝑧𝜎 thus retains the full correction for a one-electron density, making the theory 

exact in that limit, and eliminates the correction in the limit of uniform density where 𝐸𝑋𝐶
𝐷𝐹𝐴 is 

already exact by design. The LSIC method can be adapted using any suitable iso-orbital indicator 

similar to the local hybrid functionals. 

The well-known PZSIC method is a special case of the LSIC method when the iso-orbital 𝑧𝜎 in 

Eqs. (3.3) and (3.4) is set to 1. The total energy in LSIC and in PZSIC not only depends on the 

density but also on the specific choice of orbitals used to represent that density. Local orbitals are 

derived from the canonical orbitals through a unitary transformation, and the total energy needs to 

be minimized with respect to the unitary transformation. Both PZSIC and LSIC total energies are 

evaluated using the Fermi–Löwdin localized orbitals, as described in subsection 3.3.1. 

 

3.3.1 FERMI-LÖWDIN SELF-INTERACTION-CORRECTION 

 

 We use LSIC and PZSIC within the Fermi–Löwdin orbital self-interaction correction 

(FLOSIC) scheme [51]. In the FLOSIC scheme [51], the SI correction to the total energy in Eq. 

(3.2) is computed using local orbitals based on Fermi orbitals (FOs) [52]. The Fermi orbitals are 

obtained from the spin density matrix and spin density as  
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𝐹𝑗𝜎(𝑟) = Σ𝑖  
𝜓𝑖𝜎(𝑎⃗⃗𝑗)𝜓𝑖𝜎(𝑟)

√𝜌𝜎(𝑎⃗⃗𝑗)
.                                         (3.5)  

 

where 𝑖 and 𝑗 are the indices of the 𝑖th KS orbital and 𝑗𝑡h FO, respectively, 𝜎 is the spin index, 

and 𝑎⃗𝑗 are position coordinates referred to as Fermi orbital descriptors (FODs). The FOs are 

normalized but not orthogonal to each other. Therefore, symmetric orthogonalization is applied to 

the FOs through the Löwdin [53] scheme to obtain Fermi–Löwdin orbitals (FLOs). 

The optimal FLOs are obtained by minimizing EPZSIC with respect to the FOD positions [54,55] 

using a gradient optimization scheme [56]. Further details regarding the FLOSIC methodology 

and examples of FLOSIC calculations for various properties are available in Refs. 51,54,55, and 

57-65. 

 

3.4 COMPUTATIONAL DETAILS 

 

All our calculations were performed using the FLOSIC code [66,67] at the all-electron 

level and use an extensive Gaussian basis set optimized for the PBE functional [68]. We note that 

our results for the PBE functional reproduce the literature results [5], validating the choice of the 

present basis sets. The LSDA functional as parameterized in the PW92 functional [69] is used in 

SIC-LSDA calculations. LSIC is well-defined for the LSDA functional with no gauge dependency 

[70]. Our earlier experience, however, shows that LSIC often performs well with the PBE 

functional [70,71] even though the formal gauge dependency occurs. We applied LSIC with both 

LSDA and PBE functionals in this study. The self-consistent FLOSIC calculations with 𝑧𝜎 = 1, 

i.e., PZSIC, can be performed either using the optimized effective potential within the Krieger–

Li–Iafrate approximation [61] or using the Jacobi update approach [57]. Here, we used the latter 

approach. The quasi-self-consistent LSIC (qLSIC) calculations are performed by ignoring the 

variation of the scaling factor, as explained in Ref. 71. 

In this approach, local scaling is applied to the SIC potential and to the SIC energy density, as 

shown in Eq. (3.1). We also computed LSIC-DFA total energies using the self-consistent PZSIC 

densities. A self-consistency tolerance for the total energy of 10−6𝐸ℎ was used in all calculations. 
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The FOD positions were optimized within PZSIC until the forces [54,55] on the FODs dropped 

below 10−3𝐸ℎ/𝑎0. All calculations presented herein employed these FOD positions. 

Since the self-consistent FLOSIC calculations on the transition metal complexes are not yet very 

common and are usually challenging, we briefly outline our procedure for the reproducibility of 

our results. To initiate self-consistent FLOSIC calculation, one needs not only an initial guess of 

density but also an initial set of FODs that are used to construct initial FLOs. In this work, we use 

various initial guesses for the density and FOD sets that are compatible with the initial densities. 

These initial FOD configurations are generated using our recently developed scheme that generates 

an FOD structure from any single determinantal wave function. We have generated multiple sets 

of initial FOD configurations using self-consistent densities from various DFAs for each complex. 

Additionally, we also begin a self-consistent cycle using the superposition of self-interaction-

corrected (with LSDA functional) atomic potentials. This procedure usually works. In some cases, 

the self-interaction-correction can rapidly change the electron density in the self-consistent cycle, 

resulting in non-compatibility between an initial FOD structure (used at the start of self-

consistency) and the electron density at a given self-consistent cycle. This breaks the self-

consistent FLOSIC cycle due to small eigenvalues of the overlap matrix during Löwdin 

orthogonalization, indicating linear dependence of FLOs. This is one of the major difficulties in 

performing self-consistent FLOSIC calculations. In such cases, we use partially self-interaction-

corrected densities from the previous iteration to generate a new set of FODs and restart the 

calculations. This procedure can be iterated as needed. The details of this method will be published 

elsewhere. Starting calculations using multiple initial guesses and FOD configurations resulted in 

the same final energies for all complexes within the tolerances mentioned in Sec. 3.3. The final 

(optimized) set of FOD positions can be found in the supplementary material 

(https://aip.scitation.org/doi/suppl/10.1063/5.0133999). 

 

3.5 RESULTS AND DISCUSSION 

 

The octahedral Fe(II) complexes studied in this work are shown in Fig. 3.1. The spin-state 

ordering of such complexes has been studied earlier by a number of groups to examine the 

performances of various methods in predicting the spin-state gaps [4-35]. We use the complexes 

https://aip.scitation.org/doi/suppl/10.1063/5.0133999
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studied earlier by Wilbraham and co-workers [5] at the double-hybrid levels. These complexes are 

in octahedral conformation with four different ligands (L), where L = H2O, NH3, NCH, and CO. 

The ligand field strengths of these four ligands are different. The hexa-aqua and hexa-amine 

chelated complexes are examples of weak-field limits, while the hexa-carbonyl represents a strong 

field limit. We used the geometries of Wilbraham and co-workers [5], which are optimized at the 

PBE0 [72] level of theory, using the modified def2-TZVPP [73] large basis set. The valence 

electronic configuration of Fe is 3𝑑6 4𝑠2. The spin states considered for the Fe(II) complexes are 

singlet (low spin state) and the quintet (high spin state). In the present calculations, the spin gap 

between the quintet (HS) and singlet (LS) is defined as 

 

Δ𝐸𝐻𝑆−𝐿𝑆 = 𝐸(𝐻𝑆) − 𝐸(𝐿𝑆)                                               (3.6) 

 

 

Fig. 3.1. The molecular structures for the systems [𝐹𝑒𝐿6]2+ for 𝐿 = 𝐶𝑂, 𝐻2𝑂, 𝑁𝐶𝐻 and 𝑁𝐻3. 

 

The spin-state gaps defined as 𝛥𝐸𝐻𝑆−𝐿𝑆 are presented for DFA, PZSIC, LSIC, and qLSIC with 

LSDA and PBE functionals in Table 3.1. The diffusion Monte Carlo (DMC) spin gap energy 

values from Ref. 14 are taken as reference. For the sake of comparison, coupled-cluster single 

double and perturbative triple [CCSD(T)] values are also presented. The positive (negative) values 
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in Table 3.1 indicate that the LS (HS) state is more stabilized than the HS (LS) state. First, we 

would like to note that our PBE results are essentially identical to those of Wilbraham and co-

workers [5], validating our choices of computational parameters and, especially, of the basis sets. 

The DFAs, both LSDA and PBE, predict the sign of the spin-state gaps correctly for the weak field 

ligand H2O and for the strong field ligand CO. However, the errors for the spin gaps are rather 

large, especially for CO. For the other two ligands, both LSDA and PBE favor low spin states. 

This is generally known [5,11,12] and has been attributed due to delocalization errors (or self-

interaction errors) of these functionals. On the other hand, the Hartree–Fock method that is one 

electron self-interaction-free and lacks dynamical correlation tends to stabilize high spin states 

over low spin states. This observation has led to a few studies that explored the reduction of over-

stabilization by DFAs by mixing various percentages of HF exchange in the global hybrid 

functionals [5,26,29]. In general, global hybrid functionals perform better than the local and semi-

local functionals. It has also been noted by Song et al. that using HF density in the semi-local 

functional results in improved prediction of the spin-state gaps by the semi-local functionals [14]. 

Likewise, Propokiou and Kronik reported that correct prediction of the ground spin states of spin-

crossover complexes using range separated functionals requires the reduction of the short-range 

exact exchange fraction to 15% [74]. This observation suggests that one-electron self-interaction 

correction methods, such as PZSIC or LSIC, might improve spin gaps. 

 

Table 3.1. The spin-state gaps (in eV) calculated with the LSDA and PBE functionals at the 

DFA, PZSIC, LSIC, and qLSIC levels. MAEs are with respect to diffusion Monte 

Carlo (DMC). DMC and CCSD(T) values are from Ref. 5. 
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The spin-state gaps predicted by the PZSIC method are included in Table 3.1. It is evident that the 

PZSIC method does not improve upon the bare DFA functionals except for the CO ligand. The 

mean absolute errors (MAEs) with LSDA, PBE, PZSIC-LSDA, and PZSIC-PBE are 2.90, 1.72, 

2.75, and 2.08 eV, respectively. The MAEs show that PZSIC-LSDA barely improves LSDA 

results, while for PBE functional, PZSIC performs worse than the uncorrected PBE functional. A 

closer look at the results indicates that PZSIC has a tendency to stabilize the low spin states. Even 

in the case of a weak field ligand H2O, where uncorrected LSDA and PBE functionals give 

qualitatively correct results, the PZSIC favors low-spin states, thus worsening the DFA spin gap 

results qualitatively and quantitatively. It has been known that the PZSIC does not improve upon 

DFAs (especially semi-local DFAs) for thermochemical properties, but its performance for spin-

state gaps has not been known. This failure of the PZSIC method to predict correct spin states is 

rather surprising and is the most unexpected result of this work. We will return to the discussion 

of the failure of the PZSIC method toward the end of this section. 

The scaling down of the SIC in the many-electron regions using the LSIC method brings the results 

closer to the DMC results (cf. Table 3.1). This is a perturbative approach that does not change the 

PZSIC density. The one-shot LSIC method gives results that are in more quantitative agreement 

with the reference values. The MAE for LSIC-LSDA and LSIC-PBE drops to 0.51 and 1.08 eV 

from 2.75 and 2.08 eV for PZSIC-LSDA and PZSIC-PBE functionals, respectively. For 

comparison, the CCSD(T) MAE (0.49 eV) is comparable to LSIC-LSDA MAE. Since the one-

shot LSIC is a perturbative approach that does not change the PZSIC density, the improvement 

comes directly from the LSIC energy functional. The perturbative LSIC significantly reduces the 
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excessive SIC correction of the PZSIC, thereby improving the results, but it slightly overcorrects 

in the case of the strong ligand CO. On the other hand, the quasi-LSIC (qLSIC), where the orbital-

dependent SIC potentials are scaled, correctly predicts the sign of spin-state gaps for all the 

complexes studied here. The MAE of the spin gaps in the case of qLSIC-LSDA is 0.56 eV, which 

is comparable to that of CCSD(T) (0.49 eV). The results also show that both qLSIC and one-shot 

LSIC perform better with the simpler LSDA than with the PBE functional. 

To understand the improved performance of the LSIC method and the failure of the PZSIC method, 

we analyze the contributions to the spin-state gap from the DFA energy terms, i.e., the first term 

on the right-hand side (RHS) of Eq. (3.1) and the sum of orbital-wise SIC corrections [i.e., Eq. 

(3.2)]. Thus, we substitute Eq. (3.1) into Eq. (3.6), resulting in the following expression: 

 

Δ𝐸𝐻𝑆−𝐿𝑆 = Δ𝐸𝐷𝐹𝐴
𝐻𝑆−𝐿𝑆 + Δ𝐸𝑆𝐼𝐶

𝐻𝑆−𝐿𝑆                                           (3.7) 

 

The first term on the RHS is therefore the DFA spin-state gap evaluated using the SIC density, and 

the second term is the correction due to the energy. This analysis, in some sense, is similar to the 

HF-DFT approach [75-78]. Unlike the HF-DFT, however, the advantage here is that the 𝐸𝐷𝐹𝐴 

contributions are part of the PZSIC and qLSIC energies and no additional calculations are required. 

The DFA contribution to the spin-state gaps calculated on self-consistent PZSIC-DFA and qLSIC-

DFA densities are shown in Table 3.2. To simplify the discussion below, we use the 𝛥𝐸𝐸𝑛
𝐷𝑒𝑛 

notation to convey the calculation scheme where the subscript refers to the energy functional and 

the superscript refers to the underlying functional for the SIC density. The MAE of 𝛥𝐸𝐿𝑆𝐷𝐴
𝑃𝑍𝑆𝐼𝐶−𝐿𝑆𝐷𝐴 

is 1.30 eV. This is significantly better than LSDA (MAE = 2.90 eV). Thus, the density changes 

due to SIC (to the potential) within the PZSIC method result in a reduction of MAE by about 1.6 

eV. An even more spectacular reduction in error is obtained in the case of the PBE functional. 

𝛥𝐸𝑃𝐵𝐸
𝑃𝑍𝑆𝐼𝐶−𝑃𝐵𝐸 has a MAE of only 0.23 eV in contrast to 2.08 eV of PZSIC-PBE. This is half the 

MAE of the CCSD(T) method (0.49 eV). As all self-consistent calculations performed with SIC 

methods herein generate self-interaction free densities, we can use these SIC densities in 

uncorrected DFAs used in this work to get some idea about error cancellations that play a role in 

predicting spin-state gaps. It turns out that the PBE functional performs excellently not only with 

the PZSIC-PBE density but also with PZSIC-LSDA densities (with MAE = 0.34 eV). This 

suggests that more sophisticated meta-GGA functionals may also perform well for spin-state gaps, 
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but that discussion is beyond the scope of this work. The use of qLSIC densities in the uncorrected 

DFAs, however, does not show a similar level of improvement in the spin-state gaps. For example, 

𝛥𝐸𝐿𝑆𝐷𝐴
𝑞𝐿𝑆𝐼𝐶−𝐿𝑆𝐷𝐴

 has an MAE of 2.48 eV comparable to that of LSDA. Similarly, 𝛥𝐸𝑃𝐵𝐸
𝑞𝐿𝑆𝐼𝐶−𝑃𝐵𝐸

 has 

an MAE of 1.37 eV. These results are not very surprising. It is apparent from Eq. (3.7) that any 

method that performs well with 𝛥𝐸𝐷𝐹𝐴
𝐻𝑆−𝐿𝑆 for spin-state gaps must yield a small contribution from 

the SIC term (𝛥𝐸𝑆𝐼𝐶
𝐻𝑆−𝐿𝑆). This gives a hint that the poor performance of PZSIC is due to its 

excessive SIC to the energy. Indeed, such a tendency of PZSIC to excessively correct has also 

been seen in earlier studies [49,60,71,79]. This excessive correcting tendency of PZSIC results in 

somewhat greater localization of density, which might be beneficial for use in uncorrected DFAs 

for removing delocalization errors as done in the HF-DFT or density-corrected DFT and also seen 

in the present results. 

 

Table 3.2. The spin-state gap values (in eV) for [𝐹𝑒𝐿6]2+ calculated with LSDA and PBE from 

the DFA part in PZSIC and qLSIC calculations [that is, the first term on the right-

hand side of Eq. (3.7)]. MAEs are computed against DMC. DMC and CCSD(T) 

reference values are from Ref. 5. 

 

 

As discussed below, among all the self-consistent SIC methods used here, the PZSIC density is 

the most localized. The density differences between the PZSIC and LSDA and between qLSIC 

and LSDA are plotted in Fig. 3.2 for [Fe(NCH)6]2+. The red iso-surface shows the regions where 

DFA density is larger than the qLSIC/PZSIC density. The LSDA density is higher in the 

interatomic region around the Fe center compared to the SIC density. This plot also shows that 
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although the density differences with PZSIC and qLSIC are similar, with qLSIC, the differences 

are smaller, particularly near the Fe center. To obtain additional evidence about the (greater) 

localizing tendency of PZSIC, we compute the spin charges at Fe(II) in the complex by integrating 

the spin densities within atomic spheres centered at Fe and with a radius equal to the Van der 

Waals radius of Fe. Likewise, we also compute spin charges using Löwdin’s population analysis. 

These results are presented in Table 3.3. It is evident from Table 3.3 that the uncorrected LSDA 

and PBE functionals have the smallest values of spin charges consistent with the known 

delocalization tendency of density within these methods. On the other hand, PZSIC has the largest 

values of spin charges among all methods, suggesting its spin density to be the most localized 

among all methods. This is consistent with the above discussion. In addition, the qLSIC spin 

charges are intermediate between the PZSIC and uncorrected DFA spin charges. The less localized 

qLSIC density is not favorable for uncorrected DFAs for the density-corrected DFT calculations. 

The qLSIC-LSDA provides the most balanced description of the spin-state gaps [comparable to 

CCSD(T)] wherein both the terms in Eq. (3.6) contribute to the gap. The qLSIC-LSDA also 

predicts the correct sign for spin-state gaps for all ligands. The qLSIC-PBE does not perform as 

well as qLSIC-LSDA possibly due to gauge-dependence [70]. 

 

Fig. 3.2. Total density difference of (a) PZSIC-LSDA and LSDA and (b) qLSIC-LSDA and 

LSDA for the [𝐹𝑒(𝑁𝐶𝐻)6]2+ complex in the LS state. The isosurface value used 

for both images is 0.0005e, and the red (blue) surface shows regions where LSDA 

density is larger (smaller)   
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Table 3.3. Spin charges (in e) at the Fe site for the high spin-state in various approximations. 

Spin charges are obtained from Löwdin population analysis and by integrating spin 

density using atomic sphere (see the text for details).  

 

 

Another possible explanation for the improved performance of LSIC (that scales down SIC) 

relative to PZSIC is because scaling down of SIC restores the DFA description in the many-

electron region, leading to improved treatment of correlation effects. As noted by Cremer and co-

workers [80], the exchange SIE mimics long-range (static) correlation effects, which can be 

important for spin-crossover systems. The study of spin-crossover systems using hybrid 

functionals and range-separated functionals with various fractions of the Hartree–Fock exchange 

shows that the correct prediction of the ground state in these compounds requires a smaller fraction 

of (short-range in the case of the range separated) exact exchange as including a larger fraction of 

DFA exchange helps in capturing some static correlation [74,81,82]. However, detailed studies on 

a large number of transition metal complexes are needed to better understand the error 

cancellations (balancing of the correlation effects) in the LSIC method. 

 

3.6 CONCLUSIONS 

 

 In summary, we have examined the effect of SIC on the spin-state gaps of octahedral 

[FeL6]2+ complexes with L = CO, NCH, NH3, and H2O using the LSIC and PZSIC methods. 

One surprising result is that the PZSIC fails to improve upon the DFA results for weak field ligands 

and has a propensity to stabilize low spin states. Analysis of the results shows that the PZSIC 

energy functional provides too much SI correction to the energy. In fact, no PZSIC energy 

correction is needed as the DFA part of the PZSIC functional alone is sufficient to provide good 

spin gaps. The analysis of the results shows that the PZSIC produces more localized density than 
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the quasi-self-consistent LSIC method. The more localized density is favorable for use in the 

uncorrected functional as in the HF-DFT or density-corrected DFT. Indeed, the spin-state gaps 

obtained using the DFA functional on PZSIC densities are significantly improved compared to 

those of self-consistent PZSIC or DFA results. This improvement is spectacular for the PBE 

functional. The perturbative LSIC results evaluated on the PZSIC densities predict accurate spin-

state gaps, and its performance is comparable to that of the CCSD(T) method, even with the 

simplest DFA. Likewise, qLSIC-LSDA predicts the correct sign for spin gaps for all ligands with 

a mean absolute error comparable to that of CCSD(T). LSIC does not work that well with the PBE 

functional, especially for the CO ligand possibly due to gauge dependency. Still, it is very 

gratifying that the simplest (LSDA) density functional when corrected for SIE using the LSIC 

method accurately predicts spin-state gaps of Fe(II) complexes and predicts correct spin states as 

the most stable states. It remains unclear if the LSIC method will perform to the same degree of 

excellence for other SCO complexes. We will be undertaking a large-scale study to address this 

question. 

 

3.7 SUPPLEMENTAL MATERIAL 

 

 The supplementary material (https://aip.scitation.org/doi/suppl/10.1063/5.0133999) 

contains the optimized FOD positions (X = up FOD, Z = down FOD) for each SCO system (H2O, 

NH3, NCH, and CO) for HS (quintet) and LS (singlet) states with LSDA and PBE functionals and 

separate plots of spin densities of [Fe(NCH)6)]2+ (cf. Fig. 3.2 in the text) with the qLSIC and 

PZSIC methods. 

 

3.8 ACKNOWLEDGMENTS 

 

The authors thank Dr. Yoh Yamamoto for discussions. This work was supported by the 

U.S. Department of Energy, Office of Science, Office of Basic Energy Sciences, as part of the 

Computational Chemical Sciences Program under Award No. DE-SC0018331. Support for the 

computational time at the Texas Advanced Computing Center and at NERSC is gratefully 

https://aip.scitation.org/doi/suppl/10.1063/5.0133999


 101 

acknowledged. S.R. acknowledges the Mexican National Council for Science and Technology 

(CONACYT) for financial support. 

 

3.9 AUTHOR DECLARATIONS 

3.9.1 CONFLICT OF INTEREST 

 

The authors have no conflicts to disclose. 

 

3.9.2 AUTHOR CONTRIBUTIONS 

 

 Selim Romero: Data curation (equal); Formal analysis (equal); Investigation (equal); 

Software (equal); Validation (equal); Visualization (equal); Writing – original draft (equal). 

Tunna Baruah: Formal analysis (equal); Funding acquisition (equal); Investigation (equal); 

Methodology (equal); Project administration (equal); Resources (equal); Supervision (equal); 

Validation (equal); Writing – review & editing (equal). Rajendra R. Zope: Conceptualization 

(equal); Formal analysis (equal); Funding acquisition (equal); Investigation (equal); Methodology 

(equal); Project administration (equal); Resources (equal); Supervision (equal); Validation (equal); 

Writing – review & editing (equal). 

 

3.10 DATA AVAILABILITY 

 

The data that support the findings of this study are available within the article. 

 

3.11 REFERENCES 

 

[1] R. O. Jones, “Density functional theory: Its origins, rise to prominence, and future,” Rev. Mod. 

Phys. 87, 897 (2015). 



 102 

[2] J. P. Perdew and K. Schmidt, “Jacob’s ladder of density functional approximations for the 

exchange-correlation energy,” AIP Conf. Proc. 577, 1–20 (2001). 

[3] M. A. L. Marques, M. J. T. Oliveira, and T. Burnus, “Libxc: A library of exchange and 

correlation functionals for density functional theory,” Comput. Phys. Commun. 183, 2272–2281 

(2012). 

[4] Y. Cytter, A. Nandy, A. Bajaj, and H. J. Kulik, “Ligand additivity and divergent trends in two 

types of delocalization errors from approximate density functional theory,” J. Chem. Phys. 13, 

004549–4555 (2022). 

[5] L. Wilbraham, C. Adamo, and I. Ciofini, “Communication: Evaluating nonempirical double 

hybrid functionals for spin-state energetics in transition-metal complexes,” J. Chem. Phys. 148, 

041103 (2018). 

[6] M. Radon, “Benchmarking quantum chemistry methods for spin-state energetics ´of iron 

complexes against quantitative experimental data,” Phys. Chem. Chem. Phys. 21, 4854–4870 

(2019). 

[7] H. J. Kulik, “Making machine learning a useful tool in the accelerated discovery of transition 

metal complexes,” Wiley Interdiscip. Rev.: Comput. Mol. Sci. 10, e1439 (2020). 

[8] A. Nandy, D. B. K. Chu, D. R. Harper, C. Duan, N. Arunachalam, Y. Cytter, and H. J. Kulik, 

“Large-scale comparison of 3d and 4d transition metal complexes illuminates the reduced effect 

of exchange on second-row spin-state energetics,” Phys. Chem. Chem. Phys. 22, 19326–19341 

(2020). 

[9] M. Alipour and T. Izadkhast, “Appraising spin-state energetics in transition metal complexes 

using double-hybrid models: Accountability of SOS0-PBESCAN0-2(a) as a promising paradigm,” 

Phys. Chem. Chem. Phys. 22, 9388–9404 (2020). 

[10] S. Vela, M. Fumanal, J. Cirera, and J. Ribas-Arino, “Thermal spin crossover in Fe(II) and 

Fe(III). Accurate spin state energetics at the solid state,” Phys. Chem. Chem. Phys. 22, 4938–4945 

(2020). 

[11] L. A. Mariano, B. Vlaisavljevich, and R. Poloni, “Biased spin-state energetics of Fe(II) 

molecular complexes within density-functional theory and the linear-response Hubbard U 

correction,” J. Chem. Theory Comput. 16, 6755–6762 (2020). 

[12] L. A. Mariano, B. Vlaisavljevich, and R. Poloni, “Improved spin-state energy differences of 



 103 

Fe(II) molecular and crystalline complexes via the Hubbard U-corrected density,” J. Chem. Theory 

Comput. 17, 2807–2816 (2021).  

[13] B. M. Flöser, Y. Guo, C. Riplinger, F. Tuczek, and F. Neese, “Detailed pair natural orbital-

based coupled cluster studies of spin crossover energetics,” J. Chem. Theory Comput. 16, 2224–

2235 (2020). 

[14] S. Song, M.-C. Kim, E. Sim, A. Benali, O. Heinonen, and K. Burke, “Benchmarks and reliable 

DFT results for spin gaps of small ligand Fe(II) complexes,” J. Chem. Theory Comput. 14, 2304–

2311 (2018). 

[15] A. Patra, H. Peng, J. Sun, and J. P. Perdew, “Rethinking CO adsorption on transition-metal 

surfaces: Effect of density-driven self-interaction errors,” Phys. Rev. B 100, 035442 (2019). 

[16] A. Droghetti, D. Alfè, and S. Sanvito, “Assessment of density functional theory for iron(II) 

molecules across the spin-crossover transition,” J. Chem. Phys. 137, 124303 (2012). 

[17] G. Ganzenmüller, N. Berkaïne, A. Fouqueau, M. E. Casida, and M. Reiher, “Comparison of 

density functionals for differences between the high- (5T2g) and low- (1A1g) spin states of iron(II) 

compounds. IV. Results for the ferrous complexes [Fe (L)(‘NHS4’)],” J. Chem. Phys. 122, 234321 

(2005).  

[18] D. N. Bowman and E. Jakubikova, “Low-spin vs high-spin ground state in pseudo-octahedral 

iron complexes,” Inorg. Chem. 51, 6011–6019 (2012).  

[19] A. Fouqueau, S. Mer, M. E. Casida, L. M. Lawson Daku, A. Hauser, T. Mineva, and F. Neese, 

“Comparison of density functionals for energy and structural differences between the high- [5T 

2g:(t2g)4(eg)2] and low- [1A1g:(t2g)6(eg)0] spin states of the hexaquoferrous cation 

[Fe(H2O)6]2+,” J. Chem. Phys. 120, 9473–9486 (2004).  

[20] A. Fouqueau, M. E. Casida, L. M. L. Daku, A. Hauser, and F. Neese, “Comparison of density 

functionals for energy and structural differences between the high- [5T2g:(t2g)4(eg)2] and low-

[1A1g:(t2g)6(eg)0] spin states of iron(II) coordination compounds. II. More functionals and the 

hexaminoferrous cation, [Fe(NH3)6]2+,” J. Chem. Phys. 122, 044110 (2005). 

[21] K. Pierloot and S. Vancoillie, “Relative energy of the high- (5T2g) and low- (1A1g) spin states 

of [Fe(H2O)6]2+, [Fe(NH3)6]2+, and [Fe(bpy)3]2+: CASPT2 vs density functional theory,” J. 

Chem. Phys. 125, 124303 (2006). 

[22] K. Pierloot and S. Vancoillie, “Relative energy of the high- (5T2g) and low- (1A1g) spin states 

of the ferrous complexes [Fe(L)(NHS4)]: CASPT2 vs density functional theory,” J. Chem. Phys. 



 104 

128, 034104 (2008). 

[23] L. Wilbraham, P. Verma, D. G. Truhlar, L. Gagliardi, and I. Ciofini, “Multiconfiguration pair-

density functional theory predicts spin-state ordering in iron complexes with the same accuracy as 

complete active space second-order perturbation theory at a significantly reduced computational 

cost,” J. Phys. Chem. Lett. 8, 2026–2030 (2017). 

[24] P. Verma, Z. Varga, J. E. M. N. Klein, C. J. Cramer, L. Que, and D. G. Truhlar, “Assessment 

of electronic structure methods for the determination of the ground spin states of Fe(II), Fe(III) 

and Fe(IV) complexes,” Phys. Chem. Chem. Phys. 19, 13049–13069 (2017). 

[25] S. Ye and F. Neese, “Accurate modeling of spin-state energetics in spin-crossover systems 

with modern density functional theory,” Inorg. Chem. 49, 772–774 (2010). 

[26] E. I. Ioannidis and H. J. Kulik, “Towards quantifying the role of exact exchange in predictions 

of transition metal complex properties,” J. Chem. Phys. 143, 034104 (2015). 

[27] A. Rudavskyi, C. Sousa, C. de Graaf, R. W. A. Havenith, and R. Broer, “Computational 

approach to the study of thermal spin crossover phenomena,” J. Chem. Phys. 140, 184318 (2014). 

[28] M. Fumanal, L. K. Wagner, S. Sanvito, and A. Droghetti, “Diffusion Monte Carlo perspective 

on the spin-state energetics of [Fe(NCH)6]2+,” J. Chem. Theory Comput. 12, 4233–4241 (2016). 

[29] B. Pinter, A. Chankisjijev, P. Geerlings, J. N. Harvey, and F. De Proft, “Conceptual insights 

into DFT spin-state energetics of octahedral transition-metal complexes through a density 

difference analysis,” Chem. Eur. J. 24, 5281–5292 (2018). 

[30] S. R. Mortensen and K. P. Kepp, “Spin propensities of octahedral complexes from density 

functional theory,” J. Phys. Chem. A 119, 4041–4050 (2015). 

[31] L. M. Lawson Daku, F. Aquilante, T. W. Robinson, and A. Hauser, “Accurate spin-state 

energetics of transition metal complexes. 1. CCSD(T), CASPT2, and DFT study of 

[M(NCH)6]2+(M = Fe, Co),” J. Chem. Theory Comput. 8, 4216–4231 (2012). 

[32] M. Kepenekian, V. Robert, B. Le Guennic, and C. De Graaf, “Energetics of [Fe(NCH)6]2+ 

via CASPT2 calculations: A spin-crossover perspective,” J. Comput. Chem. 30, 2327–2333 

(2009). 

[33] A. Domingo, M. Àngels Carvajal, and C. De Graaf, “Spin crossover in Fe(II) complexes: An 

ab initio study of ligand σ-donation,” Int. J. Quantum Chem. 110, 331–337 (2010). 

[34] B. G. Janesko, “Reducing density-driven error without exact exchange,” Phys. Chem. Chem. 

Phys. 19, 4793–4801 (2017). 



 105 

[35] M. Swart, “Accurate spin-state energies for iron complexes,” J. Chem. Theory Comput. 4, 

2057–2066 (2008). 

[36] J. P. Perdew, “Accurate density functional for the energy: Real-space cutoff of the gradient 

expansion for the exchange hole,” Phys. Rev. Lett. 55, 2370 (1985). 

[37] L. J. Sham and M. Schlüter, “Density-functional theory of the energy gap,” Phys. Rev. Lett. 

51, 1888–1891 (1983). 

[38] S. Patchkovskii and T. Ziegler, “Improving “difficult” reaction barriers with self-interaction 

corrected density functional theory,” J. Chem. Phys. 116, 7806–7813 (2002). 

[39] J. Gräfenstein, E. Kraka, and D. Cremer, “The impact of the self-interaction error on the 

density functional theory description of dissociating radical cations: Ionic and covalent 

dissociation limits,” J. Chem. Phys. 120, 524–539 (2004). 

[40] A. Ruzsinszky, J. P. Perdew, G. I. Csonka, O. A. Vydrov, and G. E. Scuseria, “Spurious 

fractional charge on dissociated atoms: Pervasive and resilient self-interaction error of common 

density functionals,” J. Chem. Phys. 125, 194112 (2006). 

[41] P. Mori-Sánchez, A. J. Cohen, and W. Yang, “Localization and delocalization errors in 

density functional theory and implications for band-gap prediction,” Phys. Rev. Lett. 100, 146401 

(2008). 

[42] A. J. Cohen, P. Mori-Sánchez, and W. Yang, “Insights into current limitations of density 

functional theory,” Science 321, 792–794 (2008). 

[43] X. Zheng, M. Liu, E. R. Johnson, J. Contreras-García, and W. Yang, “Delocalization error of 

density-functional approximations: A distinct manifestation in hydrogen molecular chains,” J. 

Chem. Phys. 137, 214106 (2012). 

[44] A. D. Dwyer and D. J. Tozer, “Dispersion, static correlation, and delocalization errors in 

density functional theory: An electrostatic theorem perspective,” J. Chem. Phys. 135, 164110 

(2011). 

[45] C. Li, X. Zheng, N. Q. Su, and W. Yang, “Localized orbital scaling correction for systematic 

elimination of delocalization error in density functional approximations,” Natl. Sci. Rev. 5, 203–

215 (2018). 

[46] E. R. Johnson, A. Otero-de-la-Roza, and S. G. Dale, “Extreme density-driven delocalization 

error for a model solvated-electron system,” J. Chem. Phys. 139, 184116 (2013). 

[47] K. R. Bryenton, A. A. Adeleke, S. G. Dale, and E. R. Johnson, “Delocalization error: The 



 106 

greatest outstanding challenge in density-functional theory,” Wiley Interdiscip. Rev.: Comput. 

Mol. Sci. (published online, 2022). 

[48] I. Lindgren, “A statistical exchange approximation for localized electrons,” Int. J. Quantum 

Chem. 5, 411–420 (1971). 

[49] R. R. Zope, Y. Yamamoto, C. M. Diaz, T. Baruah, J. E. Peralta, K. A. Jackson, B. Santra, and 

J. P. Perdew, “A step in the direction of resolving the paradox of Perdew-Zunger self-interaction 

correction,” J. Chem. Phys. 151, 214108 (2019).  

[50] J. P. Perdew and A. Zunger, “Self-interaction correction to density-functional approximations 

for many-electron systems,” Phys. Rev. B 23, 5048–5079 (1981).  

[51] M. R. Pederson, A. Ruzsinszky, and J. P. Perdew, “Communication: Self-interaction 

correction with unitary invariance in density functional theory,” J. Chem. Phys. 140, 121103 

(2014). 

[52] W. L. Luken and D. N. Beratan, “Localized orbitals and the Fermi hole,” Theor. Chim. Acta 

61, 265–281 (1982). 

[53] P. O. Löwdin, “On the non-orthogonality problem connected with the use of atomic wave 

functions in the theory of molecules and crystals,” J. Chem. Phys. 18, 365–375 (1950). 

[54] M. R. Pederson, “Fermi orbital derivatives in self-interaction corrected density functional 

theory: Applications to closed shell atoms,” J. Chem. Phys. 142, 064112 (2015). 

[55] M. R. Pederson and T. Baruah, “Chapter eight - self-interaction corrections within the fermi-

orbital-based formalism,” in Advances in Atomic, Molecular, and Optical Physics, edited by E. 

Arimondo, C. C. Lin, and S. F. Yelin (Academic Press, 2015), Vol. 64, pp. 153–180. 

[56] D. C. Liu and J. Nocedal, “On the limited memory BFGS method for large scale 

optimization,” Math. Program. 45, 503–528 (1989). 

[57] Z.-h. Yang, M. R. Pederson, and J. P. Perdew, “Full self-consistency in the fermiorbital self-

interaction correction,” Phys. Rev. A 95, 052505 (2017).  

[58] M. R. Pederson, T. Baruah, D.-y. Kao, and L. Basurto, “Self-interaction corrections applied 

to Mg-porphyrin, C60, and pentacene molecules,” J. Chem. Phys. 144, 164117 (2016). 

[59] S. Schwalbe, T. Hahn, S. Liebing, K. Trepte, and J. Kortus, “Fermi-Löwdin orbital self-

interaction corrected density functional theory: Ionization potentials and enthalpies of formation,” 

J. Comput. Chem. 39, 2463–2471 (2018).  

[60] Y. Yamamoto, C. M. Diaz, L. Basurto, K. A. Jackson, T. Baruah, and R. R. Zope, “Fermi-



 107 

Löwdin orbital self-interaction correction using the strongly constrained and appropriately normed 

meta-GGA functional,” J. Chem. Phys. 151, 154105 (2019). 

[61] C. M. Diaz, T. Baruah, and R. R. Zope, “Fermi-Löwdin-orbital self-interaction correction 

using the optimized-effective-potential method within the Krieger-LiIafrate approximation,” Phys. 

Rev. A 103, 042811 (2021). 

[62] C. M. Diaz, L. Basurto, S. Adhikari, Y. Yamamoto, A. Ruzsinszky, T. Baruah, and R. R. 

Zope, “Self-interaction-corrected Kohn–Sham effective potentials using the density-consistent 

effective potential method,” J. Chem. Phys. 155, 064109 (2021). 

[63] F. W. Aquino, R. Shinde, and B. M. Wong, “Fractional occupation numbers and self-

interaction correction-scaling methods with the Fermi-Löwdin orbital self-interaction correction 

approach,” J. Comput. Chem. 41, 1200–1208 (2020). 

[64] P. Mishra, Y. Yamamoto, J. K. Johnson, K. A. Jackson, R. R. Zope, and T. Baruah, “Study 

of self-interaction-errors in barrier heights using locally scaled and Perdew–Zunger self-

interaction methods,” J. Chem. Phys. 156, 014306 (2022).  

[65] P. Mishra, Y. Yamamoto, P.-H. Chang, D. B. Nguyen, J. E. Peralta, T. Baruah, and R. R. 

Zope, “Study of self-interaction errors in density functional calculations of magnetic exchange 

coupling constants using three self-interaction correction methods,” J. Phys. Chem. A 126, 1923–

1935 (2022). 

[66] R. R. Zope, T. Baruah, and K. A. Jackson, FLOSIC 0.2, Based on the NRLMOL code of M. 

R. Pederson.  

[67] Y. Yamamoto, L. Basurto, C. M. Diaz, R. R. Zope, and T. Baruah, “Self-interaction correction 

to density functional approximations using Fermi-Löwdin orbitals: methodology and 

parallelization” (Unpublished). 

[68] D. Porezag and M. R. Pederson, “Optimization of Gaussian basis sets for density-functional 

calculations,” Phys. Rev. A 60, 2840–2847 (1999). 

[69] J. P. Perdew and Y. Wang, “Accurate and simple analytic representation of the electron-gas 

correlation energy,” Phys. Rev. B 45, 13244–13249 (1992).  

[70] P. Bhattarai, K. Wagle, C. Shahi, Y. Yamamoto, S. Romero, B. Santra, R. R. Zope, J. E. 

Peralta, K. A. Jackson, and J. P. Perdew, “A step in the direction of resolving the paradox of 

Perdew–Zunger self-interaction correction. II. gauge consistency of the energy density at three 

levels of approximation,” J. Chem. Phys. 152, 214109 (2020). 



 108 

[71] S. Akter, Y. Yamamoto, C. M. Diaz, K. A. Jackson, R. R. Zope, and T. Baruah, “Study of 

self-interaction errors in density functional predictions of dipole polarizabilities and ionization 

energies of water clusters using Perdew–Zunger and locally scaled self-interaction corrected 

methods,” J. Chem. Phys. 153, 164304 (2020). 

[72] C. Adamo and V. Barone, “Toward reliable density functional methods without adjustable 

parameters: The PBE0 model,” J. Chem. Phys. 110, 6158–6170 (1999). 

[73] F. Weigend, “Accurate coulomb-fitting basis sets for H to Rn,” Phys. Chem. Chem. Phys. 8, 

1057–1065 (2006). 

[74] G. Prokopiou and L. Kronik, “Spin-state energetics of Fe complexes from an optimally tuned 

range-separated hybrid functional,” Chem. - Eur. J. 24, 5173–5182 (2018). 

[75] P. Verma, A. Perera, and R. J. Bartlett, “Increasing the applicability of DFT I: Non-variational 

correlation corrections from Hartree-Fock DFT for predicting transition states,” Chem. Phys. Lett. 

524, 10–15 (2012). 

[76] M.-C. Kim, E. Sim, and K. Burke, “Understanding and reducing errors in density functional 

calculations,” Phys. Rev. Lett. 111, 073003 (2013).  

[77] S. Vuckovic, S. Song, J. Kozlowski, E. Sim, and K. Burke, “Density functional analysis: The 

theory of density-corrected DFT,” J. Chem. Theory Comput. 15, 6636–6646 (2019). 

[78] B. G. Janesko, “Replacing hybrid density functional theory: Motivation and recent advances,” 

Chem. Soc. Rev. 50, 8470 (2021). 

[79] O. A. Vydrov and G. E. Scuseria, “Effect of the Perdew-Zunger self-interaction correction on 

the thermochemical performance of approximate density functionals,” J. Chem. Phys. 121, 8187–

8193 (2004). 

[80] J. Gräfenstein and D. Cremer, “The self-interaction error and the description of non-dynamic 

electron correlation in density functional theory,” Theor. Chem. Acc. 123, 171–182 (2009). 

[81] M. Reiher, O. Salomon, and B. Artur Hess, “Reparameterization of hybrid functionals based 

on energy differences of states of different multiplicity,” Theor. Chem. Acc. 107, 48–55 (2001). 

[82] M. Reiher, “Theoretical study of the Fe(phen)2(NCS)2 spin-crossover complex with 

reparametrized density functionals,” Inorg. Chem. 41, 6928–6935 (2002). 

  



 109 

CHAPTER 4: SELF-CONSISTENT IMPLEMENTATION OF LOCALLY 

SCALED SELF-INTERACTION CORRECTION METHOD 

 

Reproduced from "Self-consistent implementation of locally scaled self-interaction-correction 

method", Yoh Yamamoto, Tunna Baruah, Po-Hao Chang, Selim Romero, and Rajendra Zope, J. 

Chem. Phys. 158, 064114 (2023), https://doi.org/10.1063/5.0130436, with the permission of 

AIP Publishing. 

 

4.1 ABSTRACT 

 

 Recently proposed local self-interaction correction (LSIC) method [Zope et al., J. Chem. 

Phys. 151, 214108 (2019)] is a one-electron self-interaction-correction (SIC) method that uses an 

iso-orbital indicator to apply the SIC at each point in space by scaling the exchange–correlation 

and Coulomb energy densities. The LSIC method is exact for the one-electron densities, also 

recovers the uniform electron gas limit of the uncorrected density functional approximation, and 

reduces to the well-known Perdew–Zunger SIC (PZSIC) method as a special case. This article 

presents the self-consistent implementation of the LSIC method using the ratio of Weizsäcker and 

Kohn–Sham kinetic energy densities as an iso-orbital indicator. The atomic forces as well as the 

forces on the Fermi-Löwdin orbitals are also implemented for the LSIC energy functional. Results 

show that LSIC with the simplest local spin density functional predicts atomization energies of the 

AE6 dataset better than some of the most widely used generalized-gradient-approximation (GGA) 

functional [e.g., Perdew–Burke–Ernzerhof (PBE)] and barrier heights of the BH6 database better 

than some of the most widely used hybrid functionals (e.g., PBE0 and B3LYP). The LSIC method 

[a mean absolute error (MAE) of 0.008 Å] predicts bond lengths of a small set of molecules better 

than the PZSIC-LSDA (MAE 0.042 Å) and LSDA (0.011 Å). This work shows that accurate 

results can be obtained from the simplest density functional by removing the self-interaction-errors 

using an appropriately designed SIC method. 

 

 

https://doi.org/10.1063/5.0130436
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4.2 INTRODUCTION 

 

The Kohn–Sham formulation of density functional theory (DFT) [1,2] with suitable density 

functional approximations (DFA) is a powerful tool in many-body quantum physics, but its 

predictive capabilities are often limited by notorious self-interaction error (SIE) that arises from 

an incomplete cancellation of self-Hartree energy with self-exchange–correlation energy. The 

Kohn–Sham DFT is an exact theory, but the approximation required for its practical 

implementation suffers from the SIE. Many failures of DFAs have been attributed to the SIEs [3]. 

The self-interaction correction (SIC) methods to remove SIE in an orbitalwise fashion have been 

devised long ago [4-12]. Besides the one-electron SIC methods that remove SIE in an orbitalwise 

fashion, several other approaches, such as von Weizsäcker kinetic energy density-based SICs (an 

exchange functional by Becke and Roussel derived from Taylor expansion of exchange 

hole,[13,14] regional SIC,[15,16] and local hybrid  functional [17-19]), long-range asymptotic 

corrections [20], Koopmans compliant functionals [21,22], atomic SIC (ASIC) [23], 

multiconfiguration pair-DFT (MC-PDFT)[24], and DFT+U approach [25,26], have been proposed 

to remove or mitigate SIE. One of the most widely used approaches to mitigate the effects of SIE 

is to mix DFAs with the Hartree–Fock exchange using various criteria [17,27-29]. Among the one-

electron SIC methods, the Perdew and Zunger (PZSIC) [7] method is the most well-known 

method. In fact, PZSIC has become synonymous with SIC. Although not as widely used as 

standard gradient-based DFAs, a number of researchers have adopted the PZSIC method [10,30-

63]. PZSIC improves the description of stretched bonds [44] and gives significant improvement 

over DFA for barrier heights [64], atomic anions [7], etc. It is, however, well known that PZSIC 

tends to overcorrect, particularly for the equilibrium properties, resulting in errors of the opposite 

sign to those from semilocal functionals [65,66]. PZSIC predicts bond lengths that are too short 

[53,65,67,68] and provides little improvement for reaction energies [69].  

 

Early efforts in the development and application of SIC methods are reviewed in the classic article 

by Perdew and Zunger [7]. Another perspective on SIC methods is by Perdew and Pederson [70]. 

In recent years, a unitary invariant implementation [48] of PZSIC was proposed that uses 

orthogonalized Fermi orbitals (FOs) [71,72]. The resultant Fermi–Löwdin orbital SIC (FLOSIC) 

method [73-78] has been used by a few research groups to study wide areas of electronic structure 
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properties, such as atomization energies [69,78-84], static dipole polarizability of molecules [85-

88], magnetic exchange coupling [89,90], chemical reaction energies and barriers [64,91,92], 

transition metal ions and molecules [93], ionization energy [94-98], electrostatic dipole moments 

[68,99], photoelectron spectra [100], interpretation of Fermi orbital descriptor [101-103], water 

and water–ion cluster [104-106], dissociation energies [46,107], and bond lengths of molecules 

[108]. 

Recently, Zope and co-workers [84] introduced the locally scaled SIC method (LSIC), which uses 

a pointwise iso-orbital indicator to identify the one-electron self-interaction regions in the many-

electron system (see Sec. 4.3.1) and to determine the magnitude of SIC in the many-electron 

regions. LSIC was conceptualized while pruning dense numerical grids required for SIC 

calculations with meta-generalized-gradient-approximation (meta-GGA) functionals [82,96] and 

was inspired by the regional SIC [15] and the functionals that use iso-orbital indicators to identify 

single electron regions. LSIC works well for both equilibrium properties as well as for properties 

that involve a stretched bond, and it provides improved performance with respect to the standard 

PZSIC method for a wide range of electronic structure properties [69,79,85,86,88]. 

 

Early LSIC calculations [69,80,90,91] made use of self-consistent PZSIC densities obtained from 

the PZSIC method with Fermi–Löwdin orbitals (FLOs) as localized orbitals [73]. The perturbative 

LSIC method using the simplest DFA, such as LSDA, predicted several properties more accurately 

than those obtained by the widely used Perdew–Burke–Ernzerhof (PBE) generalized-gradient 

approximation (GGA) [109,110]. It simultaneously provides good estimates of atomization 

energies of the AE6 dataset of molecules [111] (better than the PBE-GGA) and the barrier heights 

of BH6 database molecules (better than popular hybrids, such as B3LYP and PBE0), which is 

difficult for the most DFAs. The barrier heights of the BH6 database were predicted within the 

chemical accuracy. The barrier heights of a more diverse BH76 database are predicted within a 

few kcal/mol [91]. Likewise, the dissociation curve of the positively charged helium dimer using 

the LSIC method was qualitatively in line with the CCSD(T) dissociation curve [69]. Self-

consistent implementation of the LSIC method at the time was not possible as our code lacked the 

ability to compute the Coulomb potential due to the charge density scaled by the iso-orbital 

indicator, which is needed when the variation of LSIC self-Hartree energy term is taken. A 

simplified quasi-self-consistent (quasi-SCF) scheme was instead employed in the LSIC studies of 



 112 

electron density-related properties, such as dipole moments and polarizabilities [85,86,88]. The 

quasi-SCF approach ignores the variation of the local scaling factor and is valid when the variation 

of the local scaling factor is negligible. To gauge the full potential of the LSIC method, a fully 

self-consistent implementation is needed. In this work, we present the outline of the scheme for 

the self-consistent LSIC method and describe its implementation using the Fermi–Löwdin orbitals 

in the FLOSIC code [112,113]. We subsequently assess the performance of self-consistent LSIC 

by computing atomic total energies, atomization energies, reaction barrier heights, bond lengths, 

and the highest occupied molecular orbital (HOMO) eigenvalues. These results are compared 

against accurate reference values along with previous one-shot and quasi-SCF results of LSIC. 

The results of this work show that the self-consistent LSIC method, similar to one-shot LSIC, 

performs well for the properties studied in this work. 

 

4.3 THEORY AND COMPUTATIONAL DETAILS 

 

Both PZSIC and LSIC are one-electron SIC methods that remove SIE in an orbital-by-

orbital manner. We first briefly outline the PZSIC method [7] and then describe the LSIC method 

in Sec. 2.3.1. The PZSIC total energy is given by 

 

𝐸𝑃𝑍𝑆𝐼𝐶[𝜌↑, 𝜌↓] = 𝐸𝐷𝐹𝐴[𝜌↑, 𝜌↓] − Σ𝑖𝜎
𝑜𝑐𝑐(𝑈[𝜌𝑖𝜎] + 𝐸𝑋𝐶

𝐷𝐹𝐴[𝜌𝑖𝜎 , 0]).             (4.1) 

 

Here, the self-Coulomb 𝑈[𝜌𝑖𝜎] and self-exchange–correlation energies 𝐸𝑋𝐶
𝐷𝐹𝐴[𝜌𝑖𝜎 , 0] are subtracted 

from DFA energy for each occupied orbital. PZSIC is exact for all one-electron density and nearly 

many-electron SIE-free [44]. The size extensivity requirement necessitates the use of local orbitals 

in the PZSIC method. In this work, we use FLOs as local orbitals [71,72]. In particular, we used 

the FLOSIC approach of Pederson et al. [73,75] FLOSIC is an FLO implementation of PZSIC 

where the SIC energies are obtained with FLOs. FLOs are localized orbitals and can be obtained 

from KS orbitals using what is called Fermi orbital descriptor (FOD) positions. Using FODs, FOs 

are obtained from KS orbitals as 

 

𝜙𝑖
𝐹𝑂(𝑟) = ∑  

𝜓𝑗(𝑎⃗⃗𝑖)𝜓𝑗(𝑟)

√𝜌(𝑎⃗⃗𝑖)

𝑁𝑜𝑐𝑐𝑢
𝑗 .                                         (4.2)  
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FOs are then orthogonalized with the Löwdin’s orthogonalization scheme to form a set of FLOs. 

𝜌𝜎 in Eq. (2.1) are the square of the ith FLO. FLOs are used in both the PZSIC and LSIC 

calculations presented in this work. We note that in some early articles on FLOSIC, the term 

FLOSIC was occasionally used interchangeably with the term PZSIC. However, other one-

electron SIC methods, such as orbital scaling SIC (OSIC) [65,83,114] or LSIC, can also be 

implemented using FLOs, and these may be referred to a FLOSIC implementation of OSIC or 

LSIC equations. In the FLOSIC approach, the optimal set of FLOs is obtained by minimizing the 

total energy with respect to the FOD positions using a gradient-based algorithm. The expressions 

for the FOD forces have been derived earlier for the PZSIC energy functional [74,75]. In this work, 

we follow these earlier works to obtain the FOD force expression by minimizing the LSIC energy 

expression. 

 

4.3.1 LOCAL SCALING SELF-INTERACTION-CORRECTION METHOD 

 

 Like the PZSIC method, the LSIC is also a one-electron SIC method in which the 

exchange–correlation energy is obtained as 

 

𝐸𝑋𝐶
𝐿𝑆𝐼𝐶−𝐷𝐹𝐴 = 𝐸𝑋𝐶

𝐷𝐹𝐴[𝜌↑, 𝜌↓] − Σ𝑖𝜎
𝑜𝑐𝑐{𝑈𝐿𝑆𝐼𝐶[𝜌𝑖𝜎] + 𝐸𝑋𝐶

𝐿𝑆𝐼𝐶[𝜌𝑖𝜎, 0]}.                  (4.3) 

 

Here, 

 

 𝑈𝐿𝑆𝐼𝐶[𝜌𝑖𝜎] =
1

2
∫ 𝑑𝑟 𝑧(𝑟)𝜌𝑖𝜎(𝑟) ∫ 𝑑𝑟′

𝜌𝑖𝜎(𝑟′)

|𝑟−𝑟′|
                                    (4.4) 

 

and 

 

 𝐸𝑋𝐶
𝐿𝑆𝐼𝐶[𝜌𝑖𝜎 , 0] = ∫ 𝑑𝑟 𝑧(𝑟)𝜀𝑋𝐶

𝐷𝐹𝐴([𝜌𝑖𝜎, 0], 𝑟).                                  (4.5) 
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𝑧𝜎(𝑟) is the local scaling factor or an iso-orbital indicator that is used to identify one-electron self-

interaction regions. LSIC offers flexibility in that any suitable choice of an iso-orbital indicator 

can be used to distinguish between many-electron and one-electron-like regions. 

In this work, we use 𝑧𝜎(𝑟) as the ratio of kinetic energy densities 𝜏𝜎
𝑊(𝑟)/𝜏𝜎(𝑟). The total kinetic 

energy density 𝜏𝜎(𝑟) and Weizsäcker kinetic energy density 𝜏𝜎
𝑊(𝑟) are defined as follows [115]: 

 

𝜏𝜎(𝑟) =
1

2
∑ |∇⃗⃗⃗𝜓𝑖𝜎(𝑟)|

2

𝑖 ,                                                  (4.6) 

𝜏𝜎
𝑊(𝑟) =

|∇⃗⃗⃗𝜌𝜎(𝑟)|
2

8𝜌𝜎(𝑟)
,                                                       (4.7) 

 

𝑧𝜎(𝑟) approaches unity in the single electron regions and becomes vanishingly small in the 

uniform density regions. Thus, LSIC corrects SIEs in the single electron region and reduces to 

DFA in uniform density regions, recovering the uniform gas limit of parent semilocal DFA 

violated by the PZSIC method [69,116]. 

The functional derivative of 𝐸𝐿𝑆𝐼𝐶  with respect to variation in density is written as follows: 

 

𝛿𝐸𝐿𝑆𝐼𝐶

𝛿𝜌(𝑟)
= 𝑣𝐷𝐹𝐴(𝑟) −

1

2
∫

𝑧𝜎(𝑟′)𝜌𝑖𝜎(𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟′ −

1

2
𝑧𝜎(𝑟) ∫

𝜌𝑖𝜎(𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟′                       

−𝑧𝜎(𝑟)𝑣𝑋𝐶
𝑖𝜎 (𝑟) −

1

2
∑

𝛿𝑧𝜎(𝑟)

𝛿𝜌
𝜌𝑗𝜎(𝑟) ∫

𝜌𝑗𝜎(𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟′

𝑁𝜎

𝑗

                                    

− ∑
𝛿𝑧𝜎(𝑟)

𝛿𝜌
𝜖𝑋𝐶

𝑖𝜎 (𝑟)

𝑁𝜎

𝑗

                                                                                   (4.8) 

 

It is straightforward to construct the Fock matrix corresponding to the first four terms in the above 

equation. To obtain the contribution to the Fock matrix from the last two terms, we use the so-

called ODDM approach [117] and obtain the Fock matrix elements as follows: 
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𝐻𝜇𝜈
𝜎 = − ∑ ∫ (𝜀𝑐𝑜𝑢𝑙

𝑗𝜎 (𝑟) + 𝜀𝑋𝐶
𝑗𝜎(𝑟))

𝜕𝑧𝜎(𝑟)

𝜕𝜌(𝑟)
𝜙𝜇(𝑟)𝜙𝜈(𝑟)𝑑𝑟   

𝑁𝜎

𝑗

                                                 

− ∑ ∫ (𝜀𝑐𝑜𝑢𝑙
𝑗𝜎 (𝑟) + 𝜀𝑋𝐶

𝑖𝜎 (𝑟))
𝜕𝑧𝜎(𝑟)

𝜕∇⃗⃗⃗𝜌(𝑟)
∙ ∇⃗⃗⃗ (𝜙𝜇(𝑟)𝜙𝜈(𝑟)) 𝑑𝑟   

𝑁𝜎

𝑗

                   

− ∑
1

2
∫ (𝜀𝑐𝑜𝑢𝑙

𝑗𝜎 (𝑟) + 𝜀𝑋𝐶
𝑗𝜎(𝑟))

𝜕𝑧𝜎(𝑟)

𝜕𝜏𝜎(𝑟)
∇⃗⃗⃗𝜙𝜇(𝑟) ∙ ∇⃗⃗⃗𝜙𝜈(𝑟)𝑑𝑟

𝑁𝜎

𝑗

.                              (4.9) 

 

Here, 𝜀𝑐𝑜𝑢𝑙
𝑗𝜎 (𝑟) and  𝜀𝑋𝐶

𝑗𝜎(𝑟) are one-electron energy densities such that 

 

𝜀𝑐𝑜𝑢𝑙
𝑗𝜎 (𝑟) =

1

2
𝜌𝑗𝜎(𝑟) ∫

𝜌𝑗𝜎(𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟′,                                            (4.10) 

 

And for the LSDA,  

 

𝜀𝑋𝐶
𝑗𝜎(𝑟) = −

3

4
(

6

𝜋
)

1
3

𝜌
𝑗𝜎

4
3 (𝑟) + 𝜀𝐶 (𝑟𝑠(𝑟) = (

3

4𝜋𝜌𝑗𝜎(𝑟)
)

1
3

, ζ(𝑟) = 1) ,         (4.11) 

 

Where 𝜁 is the relative spin polarization. 

 

4.3.1.1 NUMERICAL POISSOM SOLVER 

 

 The analytical evaluation of the second term on the right-hand side of Eq. (2.8) is not 

straightforward. We have therefore developed a numerical Poisson solver [118] based on the multi-

center grid originally proposed by Becke [119]. A brief description of the implementation is as 

follows: First, a spherical mesh is constructed by multiplying the Lebedev spherical mesh [120] 

onto radial quadrature [121] for each atomic center. Due to the overlap between the spherical 

meshes from different atomic centers, a special type of integration weight function 𝑤𝑛(𝑟) [122-

124] that satisfies the condition ∑ 𝑤𝑛(𝑟)𝑛 = 1 is also constructed on each grid point to scale down 
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the charge density as 𝜌𝑛(𝑟) = 𝑤𝑛(𝑟)𝜌(𝑟) to eliminate double counting in the mesh overlapping 

region. As a result, the entire space is partitioned into small regions, where each of these regions 

confines a portion of charge 𝜌𝑛 and can be treated independently. 

The advantage of this approach is that it allows each 𝜌𝑛(𝑟) to be expressed in spherical coordinates 

for efficient integration. By applying multipolar expansion on both the charge distribution 𝜌𝑛 and 

its corresponding Coulomb potential 𝑉𝑛, the radial and the angular degrees of freedom become 

separable and the Poisson equation becomes a set of 1D differential equations for the radial parts 

of the potential 𝑉𝑙𝑚(𝑟). The final full Coulomb potential due to 𝜌𝑛(𝑟) can be reconstructed on any 

given mesh using the following expression: 

 

𝑉𝑛(𝑟) = ∑ ∑ 𝑉𝑙𝑚(𝑟)𝑌𝑙𝑚(𝜃, 𝜙 ),

𝑙

𝑚=−𝑙𝑙=0

                                        (4.12) 

 

with interpolation of 𝑉𝑙𝑚(𝑟) onto any given 𝑟.  

To solve for the radial solutions 𝑉𝑙𝑚(𝑟), common approaches are either to use a finite-difference 

method to solve the differential equation directly [119] or to integrate the Green’s function (GF) 

solution to the Laplacian [123]. For the former approach, it uses the differential equations of the 

following form: 

 

(1 + 𝑝(𝑟))
𝜕2

𝜕𝑟2
𝑈𝑙𝑚(𝑟) − 𝑞(𝑟)𝑈𝑙𝑚(𝑟) = 𝑓(𝑟),                              (4.13) 

 

with 𝑉𝑙𝑚(𝑟) = 𝑈𝑙𝑚(𝑟)/𝑟 and 𝑝(𝑟) and 𝑞(𝑟) being the coefficient functions whose values depend 

on the radial quadrature in use. For the latter approach, the GF solution to Laplacian is written as 

 

𝐼𝑙𝑚(𝑟) =
1

𝑟𝑙+1
∫ 𝑟′𝑙+2𝜌𝑙𝑚(𝑟′)𝑑𝑟′

𝑟

0

+ 𝑟𝑙 ∫
𝜌𝑙𝑚(𝑟′)

𝑟′𝑙−1
𝑑𝑟′,

∞

𝑟

                    (4.14) 

 

with 𝑉𝑙𝑚(𝑟) =
4𝜋

2𝑙+1
𝐼𝑙𝑚(𝑟). 

Most of the latest implementations are based on the GF approach [125,126] often combined with 

screening charge and Dunlap correction [123,125-127]. In an orbital-by-orbital SIC calculation 
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where the Coulomb potentials need to be evaluated for each occupied orbital, the technique 

mentioned above is performed repeatedly for each orbital density. By analyzing the sources of 

errors and accuracy in the two approaches, we put forth a hybrid method to optimize the radial 

solutions. More details of this hybrid approach can be found in Ref. 118. 

 

4.3.2 QUASI-SELF-CONSISTENT LSIC 

 

 A simplified quasi-self-consistent procedure can be obtained if one ignores the variation 

of the iso-orbital (scaling factor) in Eq. (2.8) and replaces 𝑧𝜎(𝑟′) in the second term with 𝑧𝜎(𝑟), 

which is mathematically valid only when 𝑧𝜎(𝑟) is constant. Since the iso-orbital indicator 𝑧𝜎(𝑟) 

varies substantially in space, the resulting Hamiltonian is not equivalent to Eq. (2.8) except for 

one-electron systems. The resultant quasi-self-consistent Hamiltonian is given by 

 

𝐻𝑖𝜎
𝑞𝑢𝑎𝑠𝑖−𝐿𝑆𝐼𝐶 = 𝐻𝐷𝐹𝐴 − 𝑧𝜎(𝑟) ∫

𝜌𝑗𝜎(𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟′ − 𝑧𝜎(𝑟)𝑣𝑋𝐶

𝑖𝜎 (𝑟).                (4.15) 

 

This Hamiltonian can be viewed as local scaling applied to orbital dependent SIC potential instead 

of SIC energy densities. As mentioned in the Introduction, a few applications, such as static dipole 

polarizabilities and dipole moments of water clusters and polyacenes, have been carried out using 

the quasi-self-consistent LSIC approach [85,88]. Good results obtained in these studies show that 

the quasi-self-consistent LSIC approach can be useful to study some (especially density-related) 

properties. 

 

4.3.2 FOD FORCE AND ATOMIC FORCE 

 

 The optimal FLOs in the standard FLOSIC implementation are obtained by minimizing the 

energy with respect to FOD positions, in which determination of Fermi orbital derivative terms is 

needed. The expression for the FOD force (energy derivative) [74] can be simplified as follows: 

 



 118 

𝑑𝐸𝑆𝐼𝐶

𝑑𝑎𝑚
= ∑ 𝜖𝑘𝑙

𝑘 {⟨
𝑑𝜙𝑘

𝑑𝑎𝑚
|𝜙𝑙⟩ − ⟨

𝑑𝜙𝑙

𝑑𝑎𝑚
|𝜙𝑘⟩}

𝑘𝑙

,                              (4.16) 

𝜖𝑘𝑙
𝑘 = ⟨𝜙𝑙|𝑉𝑘

𝑆𝐼𝐶|𝜙𝑘⟩.                                                    (4.17) 

 

Since the term 𝜖𝑘𝑙
𝑘  here is the Lagrange multiplier matrix, we substitute this term with equivalent 

terms constructed from Eqs. (2.8) and (2.9) for LSIC-LSDA. In our case, FOD optimizations are 

performed using this implementation. 

The Pulay atomic force [128] for PZSIC-LSDA is given in Ref. 108 as follows: 

 

𝐹𝜈
𝑃𝑢𝑙𝑎𝑦

= −2 ∑ ∑ 𝑐𝑘
𝑖 𝑐𝑙

𝑖 ⟨
𝜕𝜒𝑘
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𝑁

𝑘𝑙

𝑀

𝑖

+ 2 ∑ Λ𝑖𝑗 ∑ 𝑐𝑘
𝑖 𝑐𝑙

𝑗
⟨
𝜕𝜒𝑘

𝜕𝑅⃗⃗𝜈

|𝜒𝑙⟩

𝑁

𝑘𝑙

,

𝑀

𝑖𝑗

      (4.18) 

 

where 𝑀 is the number of occupied orbitals, 𝑁 is the size of the basis set, 𝜒𝑘 is the local basis 

function, 𝛬𝑖𝑗  =
1

2
 (𝜆𝑖𝑗 − 𝜆𝑗𝑖) is an element of the symmetrized Lagrange multiplier matrix, and 𝑅⃗⃗ 

is the nuclear position. Here, to obtain atomic forces in the LSIC, we modify the terms ⟨
𝜕𝜒𝑘

𝜕𝑅𝜈
∣ 𝐻𝑖

𝑆𝐼𝐶 ∣

𝜒𝑙⟩ and 𝛬𝑖𝑗 to accommodate the LSIC Hamiltonian. This modification allows simultaneous 

optimization of FODs and nuclei positions, in principle, but, in practice, requires care as it adds 

more degrees of freedom to the FOD optimization processes, and the FOD energy landscape is 

quite complicated. We have verified both the FOD forces and atomic forces by comparing them 

against the forces obtained numerically using finite difference methods. 

 

4.3.3 COMPUTATIONAL DETAILS 

 

 Both PZSIC and LSIC methods are implemented in the developmental version of the 

FLOSIC code [112.113]. FLOSIC code is based on the UTEP-NRLMOL code, which itself is a 

modernized version of legacy NRLMOL (FORTRAN 77) code [128,129] with many additional 

new capabilities. We consider the LSDA functional, since LSIC applied to LSDA is free from the 

gauge problem [84]. Application of LSIC to GGAs and particularly to SCAN metaGGA [130] 

provides little improvement compared to the PZSIC-SCAN except for the reaction barriers that are 
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improved. The cause for this shortcoming has been identified as a gauge problem as their 

exchange–correlation potentials and energy densities are not in the Hartree gauge and, therefore, 

require a gauge transformation [84,131] or inclusion of a calibration function [132,133]. For the 

LSIC-LSDA calculations in this work, the LSDA correlation functional parameterized as PW92 

[134] is used. The Gaussian basis sets of triple zeta quality [135] are used. The basis sets used in 

this work are available at https://github.com/FLOSIC/NRLMOL_basis_set. The NRLMOL basis 

set is also accessible at Basis Set Exchange [136] as DFO(+)-NRLMOL. The matrix elements are 

obtained numerically using variational mesh [137]. Although the LSIC energy functional depends 

on the kinetic energy densities, we have found that for the properties studied in this work, standard 

numerical grids used for SIC calculations are sufficiently accurate, and no numerical instabilities 

were found. Generally, a kinetic energy density-dependent (meta-GGA) functional requires a 

denser mesh for numerical integration than needed for GGAs because the derivative terms arising 

from the iso-orbital indicator may oscillate abruptly in space. The numerical problems with meta-

GGA functionals have been reported by a few groups [82,96,138-140]. However, 𝑧𝜎(𝑟) and its 

partial derivatives are smooth, and these quantities alone do not cause numerical instabilities. The 

self-consistent FLOSIC calculations can be performed either using optimized effective potential 

within the Krieger–Li–Iafrate approximation [77] or using the Jacobi update approach [76]. In this 

work, we used the Jacobi update approach. The SCF convergence tolerance of 10−6𝐸ℎ for the total 

energy is used. For FOD optimizations, force criteria with 10−3𝐸ℎ/𝑎0  are used. For all LSIC 

calculations, we used the converged densities and optimized FODs from PZSIC-LSDA as the 

starting point for perturbative, quasi-SCF, and full SCF calculations. Both potential mixing and 

Hamiltonian mixing can be used with LSICLSDA to accelerate the self-consistence convergence, 

since the DFA Fock matrix does not depend on integration by parts and the Jacobi update approach 

applies the mixing algorithm to the DFA Fock matrix only. The molecular structures and their 

optimal FOD coordinates for selected systems are made available at 

http://github.com/FLOSIC/si_LSIC_SCF. 

The real orbital implementation of SIC is used in this work. Alternatively, complex orbitals can be 

used with SIC. SIC with complex orbitals was previously used by Klüpfel et al. for variation with 

respect to the orbitals [141] and by Hofmann et al. for variation with respect to the density 

[142,143]. PZSIC with complex orbitals provides a slight performance improvement in the total 

energies of atoms for PBE and TPSS and a notable improvement in the atomization energies for 

https://github.com/FLOSIC/NRLMOL_basis_set
http://github.com/FLOSIC/si_LSIC_SCF
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PBEsol over their DFA performances, whereas PZSIC with real orbitals worsens them [36]. 

Additionally, the FLOSIC approach has recently adapted complex FLOs and found the energy 

shift of the same order as in previously found results [144]. 

 

4.4 RESULTS 

 

 In this section, we present the results for atomic total energies, atomization energies, barrier 

heights, HOMO eigenvalues, and equilibrium bond lengths. 

 

4.4.1 TOTAL ENERGY OF ATOMS 

 

 We have calculated the self-consistent LSIC total energies of atoms from hydrogen through 

argon. The deviations of total energies from accurate reference values reported in Ref. 145 are 

shown in Fig. 2.1. The mean absolute errors (MAE) of the LSIC-LSDA method with respect to 

the reference values are summarized in Table 2.1. For comparison, the PBE and SCAN [130] and 

their PZSIC values [96] are included in the table. We have also included the MAE of the 

perturbative and quasi-self-consistent LSIC-LSDA calculations to make the effect of full self-

consistency evident. As previously found, the perturbative LSIC-LSDA shows an MAE of 0.041 

𝐸ℎ and performs intermediate between the PBE and SCAN functionals. The self-consistency, on 

average, lowers the energies of atoms by 2.4 𝑚𝐸ℎ. The optimization of the FODs further lowers 

the atomic energies by 1.7 𝑚𝐸ℎ on average. Due to these very small energy gains, the MAEs of 

quasi-SCF, SCF, and SCF with FOD optimization are 0.040 𝐸ℎ in all three cases. These results 

show that self-consistency and the FOD optimization do not alter the performance of LSIC 

significantly for the atomic energies and that the perturbative LSIC-LSDA is sufficient to get good 

estimates of atomic energies. 
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Fig. 4.1. Total energies of atoms (in 𝐸ℎ) compared against the reference values of Ref. 145 

 

Table 4.1. MAE of atomic total energies (in 𝐸ℎ) with respect to the reference atomic energies 

from Ref. 145. 

 

 

4.4.2 ATOMIZATION ENERGIES 

 



 122 

 We studied the performance of LSIC on atomization energies using the AE6 set [111] of 

molecules. The AE6 set is part of the Minnesota Database and is often used for benchmarking the 

performance of density functional approximations for atomization energies. The AE6 set is 

composed of six molecules: SiH4, S2, SiO, C3H4 (propyne), HCOCOH (glyoxal), and C4H8 

(cyclobutane). The atomization energy 𝐸𝐴 is obtained as the energy difference of the sum of 

fragment atomic energies 𝐸𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡
𝑖  and the complex energy 𝐸𝑐𝑜𝑚𝑝𝑙𝑒𝑥 as follows: 

 

𝐸𝐴 = ∑ 𝐸𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡
𝑖 − 𝐸𝑐𝑜𝑚𝑝𝑙𝑒𝑥

𝑖

                                          (4.19) 

 

The MAEs are summarized in Table 2.2. For the sake of comparison, we also included our previous 

results for atomization energies of two widely used semi-local functionals PBE-GGA and SCAN 

meta-GGA and their self-interaction-corrected counterparts. As previously shown, perturbative 

LSIC-LSDA with an MAE of 9.94 kcal/mol displays better performance than PZSIC for three 

different kinds of functionals (PZSIC-LSDA, PZSIC-PBE, and PZSICSCAN). It is, to our 

knowledge, the first real orbital one-electron SIC scheme that gives atomization energies better 

than the PBE-GGA. LSIC-LSDA, however, falls short of the bare SCAN functional. While there 

are meta-GGA and hybrid functionals (e.g., VSXC, B3LYP, and PBE0) that perform better than 

LSIC-LSDA for atomization energies, many of these functionals do not always provide good 

performance for barrier heights and dissociation energies. 

The atomization energy of individual molecules in the AE6 set changes by up to 4 kcal/mol when 

self-consistency is introduced. The MAE (9.53 kcal/mol), however, decreases very slightly by 0.41 

kcal/mol compared to the perturbative LSIC. The self-consistency lowers molecular energies by 

about 2–6 kcal/mol. This energy lowering is about the same order of magnitude as in the case of 

atoms. Since atomization energies are obtained from the energy differences between atoms and 

complexes, the energy shift due to self-consistency is canceled out, and as a result, self-consistent 

LSIC performance remains close to the perturbative LSIC approach. The MAE difference between 

the two approaches is under 1 kcal/mol. 

 

 

 



 123 

 

Table 4.2. MAE of the AE6 set of atomization energies. 

 

 

We repeated the atomization energy calculations for the LSIC using the quasi-SCF approach. We 

find that quasi-SCF shows a smaller MAE of 6.57 kcal/mol. In quasi-SCF, energy shifts with 

respect to the perturbative LSIC energies are positive, and larger molecules tend to experience 

larger energy shifts (+32.1 kcal/mol for cyclobutane) than the smaller molecules (+5.5 kcal/mol 

for SiO), resulting thereby in a decrease in the MAE of atomization energies. Finally, relaxation 

of the FODs results in further decrease in MAE of self-consistent LSIC by roughly 1 kcal/mol 

(MAE 8.66 kcal/mol). Overall performance remained unchanged from the perturbative approach 

to SCF to FOD optimized SCF. To summarize the results of this section, the performance of self-

consistent LSIC with and without FOD optimization remains similar to that of perturbative 

LSIC that uses PZSIC orbital densities. 

 

4.4.3 BARRIER HEIGHTS 

 

 We used the BH6 set [111] of reactions to study the LSIC performance on barrier heights. 

BH6 is a set of three hydrogen transfer reactions: (1) OH + CH4 → CH3 + H2O, (2) OH + H → 
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O + H2, and (3) H + H2S → HS + H2. For each reaction, single point energies of the left- and 

right-hand side and saddle point of the reactions were calculated, and then forward and reverse 

barrier heights were computed. Simultaneous accurate description of barrier heights and 

atomization is challenging not only for uncorrected DFAs but also for self-interaction correction 

methods [147]. Improvements in barrier heights usually occur at the expense of the accuracy of 

atomization energies. Our previous results of perturbative LSIC showed that it goes beyond this 

paradoxical behavior of the well-known PZSIC method and can provide a good description of both 

barrier heights and atomization energies. The performance of the LSIC method(s) is summarized 

in Table 2.3. All three DFAs in Table 2.3 underestimate barrier heights, where the transition state 

energies are predicted too low due to SIE in the energy functional. As such, LSDA show an MAE 

of 17.6 kcal/mol. All PZSIC calculations improve the barrier heights for semilocal functionals with 

the MAE ranging from 3.0 kcal/mol of PZSIC-SCAN to 4.9 kcal/mol of PZSIC-LSDA. 

Application of LSIC-LSDA raises the barriers and further reduces MAE down to 1.3 kcal/mol. We 

note that LSIC barrier heights are not necessarily between those predicted by the bare DFA and 

PZSICDFA since energy shifts vary for reactant, product, and transition states. The MAE of self-

consistent LSIC is 1.1 kcal/mol. Once again, we see that full self-consistency performs similarly 

to perturbative LSIC (MAE 1.3 kcal/mol). This holds true even after FODs are optimized (MAE 

1.2 kcal/mol). Although quasi-SCF also gives a smaller MAE of 1.5 kcal/mol, deviation in barrier 

heights from molecule to molecule is far more compared to perturbative LSIC and self-consistent 

LSIC. It is likely that the performance of quasi-SCF would deviate from the others for a more 

diverse dataset. For a larger BH76 dataset, perturbative LSIC showed an MAE of 3.7 kcal/mol 

[91]. 
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Table 4.3. MAE of the BH6 set of barrier height. 

 

4.4.3 HOMO EIGENVALUES 

 

 In DFT, the negative of the HOMO eigenvalue equals the first ionization potential [148-

152]. The validity of this relation in the approximate density functional calculations depends on 

the quality of the asymptotic description of the effective potential, which is affected by the SIE. In 

most DFAs, the absolute of the HOMO eigenvalue underestimates the first ionization potential 

substantially due to the shallow asymptotic nature of the approximate exchange potential. 

Correcting for the long-range description of the DFA exchange potential improves the accuracy of 

HOMO [153] and can result in bound atomic anions [154]. PZSIC can improve the HOMO 

eigenvalues over those from DFAs by improving the asymptotic description of the exchange 

potential. Earlier perturbative LSIC calculations could not assess the quality of (negative of) 

HOMO eigenvalues in approximating the first ionization energies. We compare the PZSIC and 

LSIC HOMO eigenvalues of a set of molecules and compare them against the experimental 

ionization energies reported in the NIST database. We present the deviations in Fig. 2.2. As 

expected, the semilocal functionals PBE and SCAN underestimate the ionization energies with 

MAEs of 4.02 and 3.70 eV, respectively. On the other hand, PZSIC-LSDA overestimates with an 

MAE of 2.10 eV, where the majority of the values deviate between 0 and 4 eV above the 

experimental values. The valence electrons in the PZSIC are too strongly bound. We find that 
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LSIC HOMO eigenvalues fall between the DFA and PZSIC HOMO eigenvalues. LSIC HOMO 

eigenvalues exhibit a trend that is opposite to the PZSIC eigenvalues. They are underestimated 

with a MAE 1.04 eV, which is roughly half the MAE of PZSIC-LSDA. Interestingly, quasi-SCF 

LSIC shows even better agreement with the experiment (MAE 0.77 eV) than the full SCF case. 

As quasi-LSIC can be viewed as local scaling applied to the potential instead of energy, this 

suggests that for some properties, scaling the potential rather than the energy density can be 

beneficial. 

 

 

Fig. 4.2. The deviation of −𝜀𝐻𝑂𝑀𝑂 against the experimental IP (in eV). 

 

 

4.4.4 BOND LENGTHS 

 

We investigated how well LSIC performs for bond lengths. The uncorrected LSDA 

performs fairly well in predicting bond lengths. On the other hand, PZSIC is known to predict 

bond lengths of molecules that are too short in comparison to the experiments [53,65,67,68]. For 

this reason, PZSIC is not suited for determining an optimal geometry, and in many cases, PZSIC 

calculations are commonly performed on geometries obtained using PBE, PBE0, or B3LYP 

functionals or using geometries from beyond Hartree–Fock methods. Vydrov and Scuseria 
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investigated [114] the equilibrium bond lengths of 12 small molecules and found mean errors of -

0.045 Å for PZSIC-LSDA and -0.024 Å for PZSIC-PBE against experimentally found values. 

Those 12 molecules are LiH, BeH, BH, CH4, CO, NH, NO, N2, OH, O2, HF, and F2. This short 

bond length behavior is partly because PZSIC provides excessive corrections along bonding 

regions. Here, we examined how well LSIC performs in determining bond lengths using the same 

set of 12 molecules used in Vydrov and Scuseria’s study. In the FLOSIC formalism, the geometry 

optimization and the FOD optimization can be, in principle, performed simultaneously [108]. 

However, our experience is that the FLOs (and FODs) are very sensitive to small changes in the 

geometry, which makes simultaneous optimization of FODs and atomic positions difficult. To 

obtain the equilibrium bond lengths, we perform PZSIC and LSIC calculations at five geometries 

around the experimental bond lengths. This range of geometries covers minima in all three DFA, 

PZSIC, and LSIC cases. We subsequently used the fitting function 𝑓(𝑥) = 𝑎 + 𝑏(𝑥 − 𝑐)2 +

𝑑(𝑥 − 𝑐)3 to determine the equilibrium bond lengths. During the fitting, the cubic term was 

introduced to reduce the fitting errors, and the parameter d was initially set to a very small value. 

The comparisons against the experimental values reported in Ref. 155 were made and shown in 

Fig. 2.3. We report the MAE of each method. LSDA shows a reasonable estimate with an MAE 

of 0.011 Å, whereas PZSIC-LSDA shows apparent underestimation (MAE 0.044 Å). The LSIC 

bond lengths (MAE 0.008 Å) in comparison to PZSIC-LSDA are longer and are in better 

agreement with experimental bond lengths than the PZSICLSDA and LSDA for this set of 

molecules. In most cases, SCF and FOD optimization have a small effect on the bond length. 

However, optimizing FODs tends to slightly improve bond lengths, especially for BH and OH.  
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Fig. 4.3. Equilibrium bond lengths (in Å) compared against experimental values from Ref. 155. 

 

Additionally, the parameter 𝑏 used in the fitting function can be used to estimate harmonic 

frequency 𝜔 of the set of diatomic molecules. The values of 𝜔 obtained from LSDA show better 

agreement with the experiment than both the PZSIC and LSIC values (cf. Fig. 2.4). PZSIC 

frequencies 𝜔 are about 13% higher than the LSDA. The chemical bonds in PZSIC are 

vibrationally blueshifted compared to bonds in the LSDA. As seen for many other properties, LSIC 

corrects the PZSIC frequencies and predicts ω values that are intermediate between the LSDA and 

PZSIC. 

 

 

Fig. 4.4. Harmonic frequency obtained from the fitting function (in 𝑐𝑚−1) compared against the 

experimental values from Refs. 156 and 157. 

4.5 CONCLUSIONS 

 

To summarize, in this work, we present the self-consistent implementation of the LSIC 

method. We have presented the pertinent equations and details of the code implementation using 

the integration-by-part approach. The performance of the self-consistent LSIC method for atomic 

energies, atomization energies, and reaction barrier heights is assessed using standard benchmark 

databases. The results are compared with PZSIC-LSDA, the perturbative one-shot LSIC using 

PZSIC densities, as well as the quasi-self-consistent approach. In most cases, the quasi-self-
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consistent approach provides results comparable to the full self-consistent LSIC method. In 

addition, we have obtained the ionization energies from the HOMO eigenvalues and the bond 

lengths of a set of molecules with the full self-consistent LSIC method. The HOMO eigenvalues 

of LSIC fall between those of LSDA and PZSIC-LSDA. Interestingly, a simpler quasi-SCF LSIC 

provides better agreements between HOMO eigenvalues and experimental ionization energies, 

indicating that LSIC applied to the potential may be a more useful approach for certain properties. 

Finally, we investigated the equilibrium bond lengths of dimers. PZSIC-LSDA tends to shorten 

the bond lengths, which is corrected by the LSIC. The bond lengths of a chosen set of molecules 

obtained with the LSIC method are somewhat shorter than those predicted by the LSDA but are in 

slightly better agreement with experimental values. From perturbative LSIC to self-consistent 

LSIC, energy as a function of bond length is a uniform shift, and there is no significant change in 

the estimated bond lengths. The present results show that perturbative LSIC on top of PZSIC and 

the self-consistent LSIC approaches perform similarly for the properties considered in this work. 

The cost of perturbative LSIC is insignificant if PZSIC densities are available. The self-consistent 

results of this work confirm our previous conclusions that the LSIC method provides superior 

results than the well-known PZSIC method for all properties studied here, thus providing an 

attractive approach to eliminate self-interaction-errors that pervade most density functional 

studies. Further improvements in the performance of the LSIC method may be possible by 

designing better iso-orbital indicators that work with LSIC or by designing more sophisticated 

density functionals for the LSIC method than the simple LSDA functional considered in this work. 

The vdW and nonlocal corrections can also be included in LSIC-DFA to improve its performance 

for the weakly bonded systems. The self-consistent implementation of the LSIC method presented 

in this work also opens up its applications beyond energetic properties. Such studies will be carried 

out in the future. 

The results of this work and previous one-shot LSIC results show that an accurate description of 

several electronic properties can be obtained from the simplest local spin density functional by 

removing the self-interaction errors using an appropriately designed self-interaction correction 

method. The one-electron SIC method(s) is often considered synonymous with the PZSIC method, 

and the success and failures of PZSIC have often been misinterpreted as those of the one-electron 

SIC method(s). We hope that the present LSIC results along with those in earlier works with the 

perturbative or quasi-self-consistent LSIC method help remove this general misconception. More 
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studies, especially in cases where the effect of SIE is pronounced, such as the transition metals, 

lanthanides, and actinides complexes, or ions in solution, are needed to obtain a comprehensive 

picture of the scope of the LSIC method. 

 

 

 

 

4.6 SUPPLEMENTARY MATERIAL 

 

See the supplementary material (https://aip.scitation.org/doi/suppl/10.1063/5.0130436) for 

the detailed results of atomic and molecular properties computed with the local self-interaction 

correction method. 
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CHAPTER 5: LOCAL SELF-INTERACTION CORRECTION METHOD 

WITH ASIMPLE SCALING FACTOR 

 

Reproduced from Ref. “Local self-interaction correction method with a simple scaling factor,” 

Phys. Chem. Chem. Phys., 2021,23, 2406-2418, DOI https://doi.org/10.1039/D0CP06282K,  with 

permission from the Royal Society of Chemestry Owner Societies. 

 

5.1 ABSTRACT 

 

 A recently proposed local self-interaction correction (LSIC) method [Zope et al., J. Chem. 

Phys., 2019, 151, 214108] when applied to the simplest local density approximation provides a 

significant improvement over standard Perdew–Zunger SIC (PZSIC) for both equilibrium 

properties such as total or atomization energies as well as properties involving stretched bond such 

as barrier heights. The method uses an iso-orbital indicator to identify the single-electron regions. 

To demonstrate the LSIC method, Zope et al. used the ratio zs of von Weizsa¨cker tW s and total 

kinetic energy densities ts, (zs = tW s /ts) as a scaling factor to scale the self-interaction correction. 

The present work further explores the LSIC method using a ratio of orbital and spin densities as a 

simpler scaling factor in place of the ratio of kinetic energy densities. We compute a wide array of 

both, equilibrium and non-equilibrium properties using LSIC and orbital scaling methods using 

this simple scaling factor and compare them with previously reported results. Our study shows that 

LSIC with the simple scaling factor performs better than PZSIC, with results comparable to those 

obtained by LSIC(zs) for most properties, but has slightly larger errors than LSIC(zs). 

Furthermore, we study the binding energies of small water clusters using both scaling factors. Our 

results show that LSIC with zs has limitations in predicting the cluster binding energies of weakly 

bonded systems due to the inability of zs to distinguish weakly bonded regions from slowly varying 

density regions. LSIC when used with the density ratio as a scaling factor, on the other hand, 

provides a good description of water cluster binding energies, thus highlighting the appropriate 

choice of the iso-orbital indicator. 

 

https://doi.org/10.1039/D0CP06282K
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5.2 INTRODUCTION 

 

The Kohn–Sham (KS) formulation of density functional theory (DFT) [1-3] is widely used to study 

electronic structures of atoms, molecules, and solids because of its low computational cost and its 

availability in easy to use software packages. The practical application of DFT requires an 

approximation to the exchange–correlation (XC) functional. The simplest form of the XC 

functional is the local spin density approximation (LSDA) [1,4] which belongs to the lowest rung 

of Jacob’s ladder of XC functionals [5]. The higher rungs of the ladder contain more complex and 

more accurate functionals-generalized gradient approximation (GGA), meta-GGA, hybrid 

functionals, and functionals that include virtual orbitals. The majority of the density functional 

approximations (DFAs) suffer from self-interaction errors (SIE) though the magnitude of error can 

vary from one class of functionals to another or from one parameterization to another in a given 

class of functionals. The SIE occurs as a result of incomplete cancellation of self-Coulomb energy 

by the self-exchange energy of the approximate XC functional. 

Many failures of DFAs have been attributed to SIE. SIE causes the potential to decay 

asymptotically as −𝑒𝑥𝑝(−𝑟) instead of the correct −1/𝑟 decay for finite neutral systems. As a 

result, DFAs produce errors such as overly shallow eigenvalues of valence orbitals, inaccurate 

chemical reaction barriers, electron delocalization errors, incorrect charges on dissociated 

fragments, incorrect binding energies for anions, etc. [4,6–8]. The −1/𝑟 asymptotic behavior is 

also important for the computation of electronic properties that are sensitive to virtual orbitals and 

long-range density such as excited states, for example.  

Several approaches to remove SIEs have been proposed [9–20]. Early approaches [9,10] used 

orbitalwise schemes to eliminate SIE but used functionals related to Slater’s Xa method [21]. The 

most widely used approach to remove SIE is the one proposed by Perdew and Zunger (PZ) [4]. 

Their approach is commonly referred to as PZ self-interaction correction (PZSIC) where the one-

electron SIE due to both exchange and correlation are removed from a DFA calculation on an 
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orbital-by-orbital basis. PZSIC provides exact cancellation for one-electron self-interaction (SI), 

but not necessarily for many-electron SI [22]. It has been applied to study properties of atoms, 

molecules, clusters, and solids [4,8,12,15,16,23-101]. 

PZSIC is an orbital dependent theory and when used with KS orbitals results in the size-extensivity 

problem. In PZSIC, local orbitals are used to keep the corrections size-extensive. Traditionally, 

PZSIC requires solving the so-called Pederson or localization equations (LE) [23,25] to find the 

set of local orbitals that minimizes the total energy. Solving the LE and finding the optimal orbitals 

compliant with these conditions is computationally expensive since it requires solving the LE for 

each pair of orbitals. Pederson et al. in 2014 used Fermi–Löwdin orbitals [102,103] (FLOs) to 

solve the PZSIC equations. This approach is known as FLO-SIC [104,105]. FLOs are a Löwdin 

orthogonalized set of Fermi orbitals (FOs) [102,103] that can be obtained from the KS orbitals. 

The FOs depend on the density matrix and spin density. The FLOs are the local orbitals that make 

FLOSIC total energy unitarily invariant. For the construction of FLOs, Fermi orbital descriptor 

(FOD) positions are used as 3𝑁 parameters in space that can be optimized analogously to the 

optimization of atomic positions in molecular structure optimization. Unlike the traditional PZSIC 

implementation which requires determination of 𝑁2 parameters, the FLOSIC method requires 

determination of only 3𝑁 parameters. 

 

Earlier applications of FLO-SIC with LSDA showed significant improvements in atomic and 

molecular properties over SI-uncorrected LSDA performance [51,74,106,107]. Naturally, 

FLOSIC was later also applied to more sophisticated XC functionals, such as Perdew–Burke–

Ernzerhof (PBE) and Strongly Constrained and Appropriately Normed (SCAN), to see whether 

SIC improves the performance of those functionals in the higher rungs [17,52,66,67,69,70,75-

78,108-113]. PZSIC when applied to semilocal functionals such as PBE GGA and SCAN meta-

GGA provides a good description of stretched bond situations and predicts bound atomic anions, 

but this improvement occurs at the expense of worsening [36,109,110,114-116] the performance 

for properties where SI-uncorrected DFA performs well. Shahi et al. [109] recently attributed the 

poor performance of PZSIC with GGAs and higher rung functionals to the nodality of the local 

orbital densities. The use of complex localized orbitals with nodeless densities in PZSIC 

calculations by Klüpfel, Klüpfel, and Jónsson [115] and by Lethola et al. [117] show that complex 

orbital densities ameliorate the worsening of atomization energies when used with PBE. This 
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conflicting performance of PZSIC is called the paradox of SIC by Perdew and coworkers [118]. 

The worsening of energetics pertaining to equilibrium regions primarily is a result of the 

overcorrecting tendency of PZSIC. A few methods have been proposed to mitigate this 

overcorrection by scaling down the SIC contribution. Jónsson group simply scaled the SIC by a 

constant scaling factor [114]. In a similar spirit, Vydrov et al. proposed a method to scale down 

the SIC according to an orbital dependent scaling factor (OSIC) [38]. This method however does 

not provide a significant improvement for all properties. It improved over PZSIC atomization 

energies but worsened barrier heights. Moreover, the scaling approach by Vydrov et al. results in 

a worsening of the asymptotic description of the effective potential, causing atomic anions to be 

unbound. Ruzsinszky et al. [119] found that many-electron SIE and fractional-charge dissociation 

behavior of positively charged dimers reappear in the OSIC of Vydrov et al. Yamamoto and 

coworkers [112] implemented a new ‘selective OSIC’ method (SOSIC), that selectively scales 

down the SIC in many-electron regions. SOSIC overcomes the deficiencies of the OSIC method 

and predicts stable atomic anions as well as improved total atomic energies. It also improves the 

barrier heights over the OSIC method. Very recently, Zope et al. [17] proposed a new SIC method 

which identifies single-electron regions using iso-orbital indicators and corrects for SIE in a 

pointwise fashion by scaling down the SIC. The iso-orbital indicator serves as a weight in 

numerical integration and identifies both the single-orbital regions where full correction is needed 

and the uniform density regions where the DFAs are already accurate and correction is not needed. 

They called the new SIC method local-SIC (LSIC)17 and assessed its performance for a wide array 

of properties using LSDA. Unlike PZSIC, LSIC performed remarkably for both equilibrium 

properties like atomization energies and stretched bond situations that occur in barrier height 

calculation.  

The LSIC method makes use of an iso-orbital indicator to identify one-electron regions. It offers 

an additional degree of freedom in that a suitable iso-orbital can be used or designed to identify 

one-electron regions or tune the SIC contribution in a pointwise manner. In the original LSIC 

work, Zope et al. used a ratio of von Weiszäcker and total kinetic energy densities as a choice for 

the local scaling factor. This iso-orbital indicator has been used in the construction of self-

correlation free meta-GGAs, in the regional SIC [15] and also in local hybrid functionals 

[120,121]. Several different choices for the local scaling factors are already available in the 

literature. Alternatively, new iso-orbital indicators particularly suitable for LSIC can be 
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constructed. In this work, we explore the performance of the LSIC method using a simple ratio of 

the orbital density and spin density as the weight of SIC correction at a given point in space. This 

is the same scaling factor used by Slater to average the Hartree–Fock exchange potential in his 

classic work that introduced the Hartree–Fock–Slater method [21]. We refer to this choice of 

scaling factor as LSIC(w) for the remainder of this manuscript and use LSIC(z) to refer to the first 

LSIC application where the scaling factor is the ratio of von Weiszäcker kinetic energy and kinetic 

energy densities. We investigate the performance of LSIC(w) for a few atomic properties: total 

energy, ionization potentials, and electron affinities. For molecules, we calculate the total energies, 

atomization energies, and dissociation energies of a few selected systems. We find that LSIC(w) 

provides comparable results to LSIC(z). We also show a case where LSIC(w) performs better than 

the original LSIC(z). Additionally, we examine the performance of the scaling factor w based on 

the density ratio with the OSIC scheme. 

In the following section, brief descriptions of the PZSIC, OSIC, and LSIC methods are presented. 

These methods are implemented using FLOs. Therefore, very brief definitions pertaining to FLOs 

are also presented. The results and discussion are presented in section 5.4. 

 

5.3 THEORY AND COMPUTATIONS 

 

5.3.1 PERDEW-ZUNGER AND FERMI-LÖWDIN SELF-INTERACTION 

CORRECTION 

 

In the PZSIC method,4 SIE is removed on an orbital-by-orbital basis from the DFA energy 

as, 

 

𝐸𝑃𝑍𝑆𝐼𝐶−𝐷𝐹𝐴[𝜌↑, 𝜌↓] = 𝐸𝐷𝐹𝐴[𝜌↑, 𝜌↓] − Σ𝑖𝜎
𝑂𝐶𝐶{𝑈[𝜌𝑖𝜎] + 𝐸𝑋𝐶

𝐷𝐹𝐴[𝜌𝑖𝜎, 0]}.                (5.1) 

 

where 𝑖 is the orbital index, 𝜎 is the spin index, 𝜌𝑖𝜎 is the electron density (local orbital density), 

𝑈[𝜌𝑖𝜎] is the exact self-Coulomb energy and 𝐸𝑋𝐶
𝐷𝐹𝐴 [𝜌𝑖𝜎 , 0] is the self-exchange–correlation  energy 

for a given DFA XC functional. Perdew and Zunger applied this scheme to atoms using KS 

orbitals. For larger systems, KS orbitals can be delocalized which would result in a violation of 
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size extensivity. Therefore, local orbitals are required. This was recognized long ago by Slater and 

Wood [122] in 1971 and was also emphasized by Gopinathan [10] in the context of SIC of the 

Hartree–Slater method and later by Perdew and Zunger in the context of approximate Kohn–Sham 

calculations. Subsequent PZSIC calculations by the Wisconsin group [23-25,80] used local orbitals 

in a variational implementation. It was shown by Pederson and coworkers [23,25] that local 

orbitals used in Eq. (5.1) must satisfy LEs for variational minimization of energy. The LE for the 

orbitals 𝜙𝑖𝜎 is a pairwise condition and is given as  

 

⟨𝜙𝑖𝜎|𝑉𝑖𝜎
𝑆𝐼𝐶 − 𝑉𝑗𝜎

𝑆𝐼𝐶|𝜙𝑗𝜎⟩ = 0.                                               (5.2) 

 

These equations are sometimes called symmetry conditions [59]. In the FLOSIC approach, FLOs 

are used instead of directly solving Eq (5.2). First, FOs 𝜙𝐹𝑂 are constructed with the density matrix 

and spin density at special positions in space called Fermi orbital descriptor (FOD) positions as 

 

 

𝜙𝑖
𝐹𝑂(𝑟) = ∑  

𝜓𝑗(𝑎⃗⃗𝑖)𝜓𝑗(𝑟)

√𝜌(𝑎⃗⃗𝑖)

𝑁𝑜𝑐𝑐
𝑗 .                                            (5.3)  

 

Here 𝑖 and 𝑗 are the orbital indexes, 𝜓𝑗 is the KS orbital, 𝜌 is the electron spin density and 𝑎⃗𝑖 is the 

FOD position. The FOs are then orthogonalized with Löwdin’s scheme to form the FLOs. The 

FLOs are used for the calculation of the SIC energy and potential. In this method, the optimal set 

of FLOs is obtained by minimizing the total SIC energy by adjusting the corresponding FODs. 

The optimization of FOD positions is similar to the optimization of atomic (ionic) positions in 

standard structure optimization. We emphasize that FLOs can be used in all three SIC (PZSIC, 

OSIC, and LSIC) methods. 

 

5.3.2 ORBITALWISE SCALING OF SIC (OSIC) 

 

As mentioned in section 5.2, PZSIC tends to overcorrect the DFA energies, and several 

modifications to PZISC were proposed to scale down the PZSIC correction. In the OSIC method 

of Vydrov et al. [38] mentioned in the Introduction, Eq (5.1) is modified to 
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𝐸𝑂𝑆𝐼𝐶−𝐷𝐹𝐴 = 𝐸𝑋𝐶
𝐷𝐹𝐴[𝜌↑, 𝜌↓] − ∑ 𝑋𝑖𝜎

𝑘 (𝑈[𝜌𝑖𝜎] + 𝐸𝑋𝐶
𝐷𝐹𝐴[𝜌𝑖𝜎, 0])𝑂𝐶𝐶

𝑖𝜎 ,                    (5.4) 

 

where each local orbitalwise scaling factor 𝑋𝑖𝜎
𝑘  is defined as 

 

𝑋𝑖𝜎
𝑘 = ∫ 𝑧𝜎

𝑘(𝑟)𝜌𝑖𝜎(𝑟)𝑑𝑟                                                     (5.5) 

 

Here, 𝑖 indicates the orbital index, 𝜎 is the spin index, 𝑧𝜎 is the iso-orbital indicator and 𝑘 is an 

integer. The quantity 𝑧𝜎 is used to interpolate the single-electron regions (𝑧𝜎 = 1) and uniform 

density regions (𝑧𝜎 = 0). In their original work, Vydrov et al. used 𝑧𝜎 = 𝜏𝜎
𝑊/𝜏𝜎 to study the 

performance of OSIC with various XC functionals, where 𝜏𝜎
𝑊(𝑟) = |∇⃗⃗⃗𝜌𝜎(𝑟)|

2
/(8𝜌𝜎(𝑟))  is the 

von Weiszäcker kinetic energy density and 𝜏𝜎(𝑟) =
1

2
∑ |∇⃗⃗⃗𝜓𝑖𝜎(𝑟)|

2

𝑖  is the non-interacting kinetic 

energy density. Satisfying the gradient expansion in 𝜌 requires 𝑘 ≥ 1 for LSDA, 𝑘 ≥ 2 for 

GGAs, and 𝑘 ≥ 3 for meta-GGAs. Vydrov et al., however, used various values of 𝑘 to study its 

effect on the OSIC performance. 

In their subsequent work, Vydrov and Scuseria [16] used 

 

𝑤𝑖𝜎
𝑘 (𝑟) = (

𝜌𝑖𝜎(𝑟)

𝜌𝜎(𝑟)
)

𝑘

,                                                      (5.6) 

 

the weight used by Slater [21] in averaging Hartree-Fock potential, as a scaling factor instead of 

kinetic energy density ratio. They repeated the OSIC calculations using wis in place of 𝑧𝜎 in Eq. 

(5.5). Notice that Eq. (5.6) contains a local orbital index, this weight is thus an orbital dependent 

quantity. 𝑤𝑖𝜎 approaches unity at single orbital regions since 𝜌𝜎(𝑟) = 𝜌𝑖𝜎(𝑟) at this limit. 

Similarly, 𝑤𝑖𝜎 approaches zero at the many-electron region since 𝜌𝜎(𝑟) ≫ 𝜌𝑖𝜎 at this condition. It 

was reported by Vydrov and Scuseria [16] that OSIC with Eq. (5.6) showed comparable 

performance as 𝑧𝜎 = 𝜏𝑊/𝜏𝜎 despite its simpler form. 
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5.3.3 LOCAL SCALING OF SIC (LSIC) 

 

Though OSIC had some success in improving the performance with SIC, the approach leads to 

parameter 𝑘 dependent performance. Also, it gives −𝑋𝐻𝑂/𝑟 asymptotic potential instead of −1/𝑟 

for finite neutral systems and results in an inaccurate description of dissociation behavior [22]. In 

addition, many electron SIE and fractional-charge dissociation behavior of positively charged 

dimers reemerge with OSIC [119]. The recent LSIC method by Zope et al.[123] applies the SIC 

in a different way than OSIC [38] and PZSIC [4]. It retains desirable beneficial features of PZSIC. 

In LSIC, the SIC energy density is scaled down locally as follows, 

 

𝐸𝐿𝑆𝐼𝐶−𝐷𝐹𝐴[𝜌↑, 𝜌↓] = 𝐸𝐷𝐹𝐴[𝜌↑, 𝜌↓] − Σ𝑖𝜎
𝑜𝑐𝑐{𝑈𝐿𝑆𝐼𝐶[𝜌𝑖𝜎] + 𝐸𝑋𝐶

𝐿𝑆𝐼𝐶[𝜌𝑖𝜎 , 0]},              (5.7) 

 

where  

 

𝑈𝐿𝑆𝐼𝐶[𝜌𝑖𝜎] =
1

2
∫ 𝑑𝑟 𝑧𝜎

𝑘(𝑟)𝜌𝑖𝜎(𝑟) ∫ 𝑑𝑟′
𝜌𝑖𝜎(𝑟′)

|𝑟−𝑟′|
,                                    (5.8) 

 

𝐸𝑋𝐶
𝐿𝑆𝐼𝐶[𝜌𝑖𝜎 , 0] = ∫ 𝑑𝑟 𝑧𝜎

𝑘(𝑟)𝜀𝑋𝐶
𝐷𝐹𝐴([𝜌𝑖𝜎, 0], 𝑟),                                    (5.9) 

 

LSIC uses an iso-orbital indicator to apply SIC pointwise in space. An ideal choice of the iso-

orbital indicator should be such that LSIC reduces to DFA in the uniform gas limit and reduces to 

PZSIC in the pure one-electron limit. To demonstrate the LSIC concept, Zope et al. [17] used 𝑧𝜎 =

𝜏𝑊/𝜏𝜎 as an iso-orbital indicator. In this study, however, we 𝑤𝑖𝜎(𝑟) = 𝜌𝑖𝜎(𝑟)/𝜌𝜎 in place of 𝑧𝜎 

in Eq. (5.8) and (5.9). 

 

5.3.3 COMPUTATIONAL DETAILS 

 

 All calculations were performed using the developmental version of the FLOSIC code 

[107,124], a software based on the UTEP-NRLMOL code. The PZSIC, OSIC, and LSIC methods 

using FLOs are implemented in this code. For brevity, hereafter we will refer FLO-PZSIC, FLO-

OSIC, and FLO-LSIC calculations as PZSIC, OSIC, and LSIC. The FLOSIC/NRLMOL code uses 
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Gaussian type orbitals [125]. We used the NRLMOL default basis sets throughout our calculations. 

For calculations of atomic anions, long range s, p, and d single Gaussian orbitals are added to give 

a better description of the extended nature of anions. The exponents 𝛽 of these added single 

Gaussians were obtained using the relation 𝛽(𝑁 +  1) = 𝛽(𝑁)2/𝛽(𝑁 − 1), where 𝑁 is the 𝑁-th 

exponent. The FLOSIC code uses an adaptive integration mesh [126] that provides accurate 

numerical integration. 

 

In this work, we use LSIC with the PW92 LSDA functional [127]. LSIC applied to LSDA is free 

from the gauge problem [123] unlike GGAs and meta-GGAs where a gauge transformation is 

needed since their XC potentials are not in the Hartree gauge. The geometries used in our 

calculations are the same as in the respective databases and no further optimizations were 

performed. We used the SCF energy convergence criteria of 106 𝐸ℎ for the total energy and an 

FOD force tolerance of 103𝐸ℎ per Bohr for FOD optimizations [105,128] in FLOSIC calculations. 

The self-consistency in the PZSIC calculations is obtained using Jacobi-like iterative procedure 

[129]. For OSIC and LSIC calculations, we used the respective PZSIC densities and FODs as a 

starting point and performed one-shot (non-self-consistent) calculation of energy on the PZSIC 

densities. The self-interaction correction effects are included in these densities at the PZSIC level. 

To assess the effect of self-consistency we have calculated the atomization energies, barrier 

heights, etc. by performing self-consistent OSIC(w) calculations. The results from the table show 

that mean absolute errors in total energies of atoms, atomization energies, and barrier heights in 

the OSIC(𝑤, 𝑘 = 1) method changed only slightly (0.1 −  0.7𝑘𝑐𝑎𝑙 𝑚𝑜𝑙−1) after selfconsistency. 

We expect similar differences in the LSIC method and therefore think that the present work 

provides the general picture of the performance of LSIC(w) method. The present results can 

alternatively be viewed as the performance of LSIC(w) energy functional in the spirit of density 

corrected DFT by Kim, Sim, and Burke [130]. Several values for the scaling power 𝑘 are used in 

the LSIC(𝑤) and OSIC(𝑤) calculations. The additional computational cost of the scaling factor in 

OSIC and LSIC is small compared to standard PZSIC calculation. 

 

5.4 RESULTS AND DISCUSSION 
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We assessed the performance of LSIC(w) vis-a`-vis LSIC(z) and OSIC(w) using the wide array of 

electronic properties. We consider total energies, ionization potentials, and electron affinities for 

atoms and atomization energies, reaction barrier heights and dissociation energies for molecules. 

 

 

5.4.1 ATOMS 

 

In this section, we present our results for total energies, ionization potentials, and electron 

affinities for atoms. 

 

5.4.1.1 TOTAL ENERGY OF ATOMS 

 

We compared the total atomic energies of the atoms 𝑍 = 1 − 18 against accurate non-

relativistic values reported by Chakravorty et al. [131] Various integer values of k were used for 

LSIC(𝑤) and OSIC(𝑤). The differences between our calculated total energies with 𝑘 = 1 and the 

reference values are plotted in Fig. 5.1. The plot clearly shows the effect of scaling on the total 

energies of atoms. Consistent with reported results, the LSDA total energies are too high compared 

to accurate reference values [131] whereas PZSIC consistently underestimates the total energies 

due to its over correcting tendency. The LSIC method, where both scaling factors perform 

similarly, provides the total energies closer to the reference values than LSDA and the PZSIC. 

Likewise, the OSIC method also reduces the overcorrection, bringing the total energies into close 

agreement with the reference values. The mean absolute errors (MAEs) in total energy with respect 

to the reference for various 𝑘 values are shown in Table 5.1. The MAE of PZSIC is 0.381 𝐸ℎ 

whereas LSIC(𝑤) and OSIC(𝑤) show MAEs of 0.061 and 0.074 𝐸ℎ, respectively, with 𝑘 = 1. 

LSIC(𝑧) shows a better performance than OSIC(𝑤) and LSIC(𝑤). The LSIC(𝑤) MAE is in the 

same order of magnitude as the earlier reported MAE of LSIC(𝑧) of 0.041 𝐸ℎ [17]. As the value 

of 𝑘 increases, the magnitude of SI-correction is reduced. This results in MAEs become larger for 

𝑘 > 1 eventually approaching the LSDA numbers. 
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Table 5.1 Mean absolute error of the total atomic energy (in Eh) for atoms Z = 1–18 with respect 

to accurate nonrelativistic estimates [132]. 

 

 

 

Fig. 5.1 Total energy difference (in 𝐸ℎ) of atoms 𝑍 = 1– 18 with respect to accurate 

nonrelativistic estimates [131]. 
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For 𝑘 = 0 the scaled methods correctly produce the PZSIC results. The scaling is optimal for 𝑘 =

 1 which results in an optimal magnitude of SI-correction for LSIC(𝑤) and an almost right 

magnitude for OSIC(𝑤). The magnitude of the SIC energy of each orbital is compared among 

different methods. It is found that the SIC energy in LSIC(𝑤) is larger (i.e. less scaling down) for 

the core orbitals than in LSIC(𝑧). This trend is reversed for the valence orbitals (cf. Table 5.2). It 

can be seen from Table 5.2 that total SIC energy in both methods is essentially similar in 

magnitude. However, the way scaling factors behave affects the orbitalwise contribution to the 

total SIC energy. This changes the SIC potentials and results in the two methods performing 

differently for cations and anions. For OSIC(𝑤), we find the smallest MAE for 𝑘 = 2 of 0.070 𝐸ℎ, 

a value slightly smaller than that for 𝑘 = 1. 

Table 5.2 Magnitude of SIC energy (in 𝐸ℎ) per orbital type in Ar atom for each method with 𝑘 =
1. 

 

 

5.4.1.2 IONIZATION POTENTIAL 

 

 The ionization potential (IP) is the energy required to remove an electron from the 

outermost orbital. Since electron removal energy is related to the asymptotic shape of the potential, 

one can expect SIC plays an important role in determining IPs. We calculated the IPs using the 

DSCF method defined as 

 

𝐸𝐼𝑃 = 𝐸𝑐𝑎𝑡 − 𝐸𝑛𝑒𝑢𝑡                                                    (5.10) 

 

where 𝐸𝑐𝑎𝑡 is the total energy in the cationic state and 𝐸𝑛𝑒𝑢𝑡 is the total energy at the neutral state. 

The calculations were performed for atoms from helium to krypton, and we compared the 

computed IPs against experimental ionization energies [132]. FODs were relaxed both for neutral 
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atoms and for their cations. Fig. 5.2 shows the difference of calculated IPs with respect to the 

reference values. MAEs with different methods are shown in Table 5.3 for a subset 𝑍 = 2 − 18 as 

well as for the entire set 𝑍 = 2 − 36 to facilitate comparison against literature. For the smaller 

subset, 𝑍 = 2 − 18, the MAEs are 0.248 and 0.206 eV for PZSIC and LSIC(𝑧), respectively. The 

MAE for OSIC(𝑤, 𝑘 = 1) is 0.223 eV, showing an improvement over PZSIC. LSIC(𝑤, 𝑘 = 1) 

shows MAE of 0.251 eV, a comparable error with PZSIC. MAEs increase for LSIC(𝑤, 𝑘 ≥ 2) and 

OSIC(𝑤, 𝑘 ≥ 2) in comparison to their respective 𝑘 = 1 MAEs. Interestingly, however, when we 

considered the entire set of atoms (𝑍 = 2 − 36), LSIC(𝑤) has MAEs of 0.238 and 0.216 eV for 

𝑘 = 1 and 𝑘 = 2 respectively showing smaller errors than PZSIC (MAE, 0.364 eV), but LSIC(𝑤) 

falls short of LSIC(𝑧) which has the smallest error (MAE, 0.170 eV). For this case, OSIC(𝑤, 𝑘 =

1 − 3) shows better performance than PZSIC but not as well as LSIC(𝑤) for a given 𝑘. LSIC(𝑧) 

performs better than both LSIC(𝑤) and OSIC(𝑤). The difference in performance between LSIC(𝑧) 

and LSIC(𝑤) implies that scaling of SIC for the cationic states is more sensitive to the choice of a 

local scaling factor than for the neutral atoms. 

Table 3 Mean absolute error of ionization potentials (in eV) for set of atoms 𝑍 = 2 − 18 and 

𝑍 = 2 − 36 with respect to experiment [132]. 
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Fig. 2 Energy difference in ionization potential (in eV) for a set of atoms 𝑍 = 2 − 36 with 

respect to experimental values [132]. 

5.4.1.3 ELECTRON AFFINITY 

 

 The electron affinity (EA) is the energy released when an electron is added to the system. 

We studied EAs for 20 atoms that are experimentally found to bind an electron.133 They are H, 

Li, B, C, O, F, Na, Al, Si, P, S, Cl, K, Ti, Cu, Ga, Ge, As, Se, and Br atoms. The EAs were 

calculated using the DSCF method 𝐸𝐸𝐴 = 𝐸𝑛𝑒𝑢𝑡 − 𝐸𝑎𝑛𝑖𝑜𝑛 and values were compared against the 

experimental EAs [133]. 

Fig. 5.3 shows the deviation of EA from reference experimental values for various methods. The 

MAEs are summarized in Table 5.4. We have presented the MAEs in two sets, the smaller subset 

which contains hydrogen through chlorine (12 EAs) and for the complete set, hydrogen to bromine 

(20 EAs). 

 

Table 5.4 Mean absolute error in electron affinities (in eV) for 12 EAs and 20 EAs set of atoms 

with respect to experiment [133]. 
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Fig. 5.3 Electron affinity (eV) difference for atoms 𝑍 = 2 − 36 with respect to experiment [133]. 

 

For 12 EAs, MAEs for PZSIC and LSIC(𝑧) are 0.152 and 0.097 eV, respectively. OSIC(𝑤) shows 

MAE of 0.152 eV for 𝑘 = 1, the same performance as PZSIC. LSIC(𝑤), however, does not 

perform as well as PZSIC, giving the MAEs of 0.235 eV for 𝑘 = 1. In both cases, the error 

decreases slightly for 𝑘 ≥ 2 but there is no significant impact on their performance. 

For 20 EAs, a similar trend persists. PZSIC and LSIC(𝑧) have MAEs of 0.190 and 0.102 eV, 

respectively. The MAEs of LSIC(𝑤) are in the range 0.176–0.224 eV for 𝑘 = 1 − 4 and those of 

OSIC(𝑤) are between 0.155-0.172 eV for 𝑘 = 1 − 3. Again, a decrease in error is observed as 𝑘 

increases. In particular, a larger discrepancy between LSIC(𝑤, 𝑘 = 1) and experiment is seen for 

O, F, and Ti atoms. This is due to LSIC(𝑤) raising the anion energies more than their neutral state 

energies. 
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5.4.2 ATOMIZATION ENERGIES 

 

 To study the performance of LSIC(𝑤) for molecules, first, we calculated the atomization 

energies (AEs) of 37 selected molecules. Many of these molecules are a subset of the G2/97 test 

set [134]. The 37 molecules include systems from the AE6 set [135], a small but good 

representative subset of the main group atomization energy (MGAE109) set [136]. The AEs were 

calculated by taking the energy difference of fragment atoms and the complex, that is, 𝐴𝐸 =

∑ 𝐸𝑖 − 𝐸𝑚𝑜𝑙
𝑁𝑎𝑡𝑜𝑚
𝑖 . 𝐸𝑖 is the total energy of an atom, 𝐸𝑚𝑜𝑙 is the total energy of the molecule and 

𝑁𝑎𝑡𝑜𝑚 is the number of atoms in the molecule. The calculated AEs were compared to the non-

spin–orbit coupling reference values [136] for the AE6 set and to experimental values [133] for 

the entire set of 37 molecules. The percentage errors obtained through various methods are shown 

in Fig. 5.4. The overestimation of AEs with PZSIC–LSDA due to overcorrection is rectified in 

LSIC(𝑤). We have summarized MAEs and mean absolute percentage errors (MAPEs) of AE6 and 

37 molecules from the G2 set in Table 5.5. For the AE6 set, MAEs for PZSIC, LSIC(𝑧), 

LSIC(𝑤, 𝑘 = 1), and OSIC(𝑤, 𝑘 = 1) are 57.9, 9.9, 13.8, and 33.7 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 respectively. The 

MAE in LSIC(𝑤, 𝑘 = 1) is about 4 7 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 larger than LSIC(𝑧) but substantially better than 

the PZSICs or OSIC(𝑤). For the larger k in LSIC(𝑤), however, the performance starts to degrade 

with a consistent increase in the MAE of 33.5 7 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 for 𝑘 = 4. This is in contrast to OSIC 

where the performance improves for 𝑘 = 2 and 3 compared to 𝑘 = 1. The scaling thus differently 

affects the two methods. OSIC(𝑤, 𝑘 = 1) tends to slightly underestimate total energies. By 

increasing 𝑘, total energies shift toward the LSDA total energies, and performance is improved for 

a moderate increase in 𝑘. On the contrary, total energies are slightly overestimated for 

LSIC(𝑤, 𝑘 = 1), and increasing 𝑘 makes the energies deviate away from the accurate estimates. 

OSIC(𝑤, 𝑘 = 3) and LSIC(𝑤, 𝑘 = 1) have a similar core orbital SIC energy. In their study of 

OSIC(𝑤), Vydrov and Scuseria [16] used values of 𝑘 up to 5 and found the smallest error of 𝑘 = 5 

(MAE, 11.5 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙). But we expect the OSIC performance to degrade eventually for large 𝑘 

since an increase in k results in an increase in quenching of the SIC, thus the results will eventually 

approach those of DFA, in this LSDA case. For the full set of 37 molecules, PZSIC, LSIC(𝑧), 

LSIC(𝑤, 𝑘 = 1), and OSIC(𝑤, 𝑘 = 1) show the MAPEs of 13.4, 6.9, 9.5, and 11.9 %, respectively. 

OSIC(𝑤) shows a slight improvement in MAPE for 𝑘 = 2 and 3. For the larger set, LSIC(𝑤) 
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consistently shows smaller MAPEs than OSIC(𝑤) for 𝑘 = 1 − 3. All four values of 𝑘 with the 

LSIC(𝑤) in this study showed better performance than PZSIC for the 37 molecules set. 

 

 

 

 

 

 

Table 5.5 Mean absolute error (in 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙) and mean absolute percentage error (in %) of 

atomization energy for AE6 set of molecules [136] and for the set of 37 molecules 

from G2 set with respect to experiment [133]. 
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Fig. 5.4 Percentage errors of atomization energy (%) for a set of 37 molecules with respect to 

experimental values133 using different scaling methods. 

 

 

 

 

5.4.3 BARRIER HEIGHTS 

 

An accurate description of chemical reaction barriers is challenging for DFAs since it 

involves the calculation of energies in nonequilibrium situations. In most cases, the saddle point 

energies are underestimated since DFAs do not perform well for a nonequilibrium state that 

involves a stretched bond. This shortcoming of DFAs in a stretched bond case arises from SIE; 

when an electron is shared and stretched out, SIE incorrectly lowers the energy of transition states. 

SIC handles the stretched bond states accurately and provides a correct picture of chemical reaction 

paths. We studied the reaction barriers using the BH6 [135] set of molecules for the LSIC(𝑤) 

method. BH6 is a representative subset of the larger BH24 [137] set consisting of three reactions 

𝑂𝐻 + 𝐶𝐻4 → 𝐶𝐻3 + 𝐻2𝑂, 𝐻 + 𝑂𝐻 → 𝐻2 + 𝑂, and 𝐻 + 𝐻2𝑆 → 𝐻2 + 𝐻𝑆. We calculated the 

total energies of the left- and right-hand sides and at the saddle point of these chemical reactions. 
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The barrier heights for the forward (f) and reverse (r) reactions were obtained by taking the energy 

differences of their corresponding reaction states. 

The mean errors (MEs) and MAEs of computed barrier heights are compared against the reference 

values [135] in Table 5.6. MAEs for PZSIC, LSIC(𝑧), LSIC(𝑤, 𝑘 = 1), and OSIC(𝑤, 𝑘 = 1) are 

4.8, 1.3, 3.6, and 3.6 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙, respectively. PZSIC significantly improves MAE compared to 

LSDA (MAE, 17.6 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙), LSIC(𝑤, 𝑘 = 1) further reduces the error from PZSIC. Its ME and 

MAE indicate that there is no systematic underestimation or overestimation. LSIC(𝑤, 𝑘 = 1) also 

further improves upon PZSIC, but not to the same extent as LSIC(𝑧). For 𝑘 ≥ 2, MAEs increases 

systematically for LSIC(𝑤, 𝑘 ≥ 2) though small MEs are seen for LSIC(𝑤, 𝑘 = 2,3). The 

performance deteriorates for 𝑘 > 2 beyond that of PZSIC. OSIC(𝑤) shows marginally better 

performance than PZSIC. Vydrov and Scuseria16 showed that the best performance is achieved 

with 𝑘 = 1 (MAE, 3.5 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙). The performance improvement with OSIC is not as dramatic 

as that with LSIC where the rather large MEs are seen with OSIC. Overall LSIC(𝑤) performs 

better than OSIC(𝑤) for barrier heights. 

 

 

 

 

 

Table 5.6 Mean error (in 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙) and mean absolute error (in 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙) of BH6 sets of 

chemical reactions [135]. 
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5.4.4 DISSOCIATION AND REACTION ENERGIES 

 

 A pronounced manifestation of SIE is seen in the dissociation of positively charged dimers 

𝑋2
+. SIE causes the system to dissociate into two fractionally charged cations instead of 𝑋 and 𝑋+. 

Here we use the SIE4x4 [138] and SIE11 [139] sets to study the performance of LSIC(𝑤) and 

OSIC(𝑤) in correcting the SIEs. The SIE4x4 set consists of dissociation energy calculations of 

four positively charged dimers at varying bond distances 𝑅 from their equilibrium distance 𝑅𝑒 such 

that 𝑅/𝑅𝑒 = 1.0, 1.25, 1.5, and 1.75. The dissociation energy 𝐸𝐷 is calculated as 

 

𝐸𝐷 = 𝐸(𝑋) + 𝐸(𝑋+) − 𝐸(𝑋2
+)                                         (5.11) 

 

The SIE11 set consists of eleven reaction energy calculations: five cationic reactions and six 

neutral reactions. These two sets are commonly used for studying SIE related problems. The 

calculated dissociation and reaction energies are compared against the CCSD(T) reference values 

[138,139], and MAEs are summarized in Table 5.7. For the SIE4x4 set, PZSIC, LSIC(𝑧), 

LSIC(𝑤, 𝑘 = 1), and OSIC(𝑤, 𝑘 = 1) show MAEs of 3.0, 2.6, 4.7, and 5.2 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙. LSIC(𝑧) 

provides a small improvement in equilibrium energies while keeping the accurate behavior of 

PZSIC at the dissociation limit, resulting in marginally better performance. LSIC(𝑤) shows errors 

a few 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 larger than PZSIC. This increase in error arises because LSIC(𝑤) alters the 

(𝑁𝐻3)2
+ and (𝐻2𝑂)2

+ dissociation curves. In LSIC(𝑧) the scaling of SIC occurs mostly for the core 

orbitals (cf. Table 5.2), whereas LSIC(𝑤) also includes some noticeable scaling down effects from 

valence orbitals. This different scaling behavior seems to contribute to different dissociation 

curves. Lastly, OSIC(𝑤) has a slightly larger error than LSIC(𝑤). 

For the SIE11 set, MAEs are 11.5, 4.5, 8.3, and 11.1 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 for PZSIC, LSIC(𝑧), LSIC(𝑤, 𝑘 =

1), and OSIC(𝑤, 𝑘 = 1), respectively All scaled-down approaches we considered, LSIC(𝑧) and 

LSIC(𝑤) and OSIC(𝑤) showed a performance improvement over PZSIC. LSIC(𝑧) shows the 

largest error reduction by 60%, while LSIC(𝑤, 𝑘 = 1) shows 28% decrease in error with respect 

to PZSIC. OSIC(𝑤) with 𝑘 = 1 − 3 has slightly smaller MAEs within 1 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 of PZSIC. The 

LSIC(𝑧) method improves cationic reactions more than neutral reactions with respect to PZSIC. 

An increase in 𝑘 beyond 2 results in over suppression of SIC and leads to an increase in error for 
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LSIC(𝑤, 𝑘 ≥ 2). LSIC(𝑤) yielded consistently smaller MAEs than OSIC(𝑤), but larger than 

LSIC(𝑧) for all SIE11 reactions.  

 

Table 5.7 Mean absolute error for dissociation and reaction energies (in 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙) of SIE4x4 

and SIE11 sets of chemical reactions with respect to CCSD(T) [138,139]. 

 

 

Finally, we show the ground-state dissociation curves for 𝐻2
+ and 𝐻𝑒2

+ in Fig. 5.5. As previously 

discussed in literature [140]. DFAs at large separation cause the complexes to dissociate into two 

ionic fragments. PZSIC restores the correct dissociation behavior at large separations. When LSIC 

is applied, the behavior of PZSIC at the dissociation limit is preserved in both LSIC(𝑧) and present 

LSIC(𝑤). For 𝐻2
+, a one-electron system, LSIC reproduces the identical behavior as PZSIC [Fig. 

5.5(a)]. For 𝐻𝑒2
+, a three-electron system, LSIC applies the correction to PZSIC only near-

equilibrium regime [Fig. 5.5(b)]. LSIC brings the equilibrium energy qualitatively closer to the 

CCSD(T) energy compared to PZSIC. The implication of Fig. 5.5 is that the scaling factor 𝑤 

performs well in differentiating the single orbital-like regions and many-electron-like regions. 
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Fig. 5.5 Dissociation curves of (a) 𝐻2
+ and (b) 𝐻𝑒2

+ using various methods. The CCSD(T) curve 

from ref. 22 is plotted for comparison. 

 

5.4.4 DISSOCIATION AND REACTION ENERGIES 

 

 Sharkas et al. [78] recently studied binding energies of small water clusters using the 

PZSIC method in conjunction with FLOs to examine the effect of SIC on the binding energies of 

these systems. Water clusters are bonded by weaker hydrogen bonds and provide a different class 

of systems to test the performance of the LSIC method. Earlier studies using LSIC(𝑧) on the water 

clusters of their polarizabilities and IPs have shown that LSIC(𝑧) provides excellent descriptions 

of these properties when compared to CCSD(T) results [67,141]. Here, we study the binding 

energies of the water clusters and find that the choice of iso-orbital indicator plays a critical role. 

The structures considered in this work are (𝐻2𝑂)𝑛 (𝑛 = 1 − 6) whose geometries are from the 

WATER27 set [142] optimized at the B3LYP/6-311++G(2d,2p) theory. The hexamer structure 

has a few known isomers, and we considered the book (b), cage (c), prism (p), and ring (r) isomers. 

The results are compared against the CCSD(T)-F12b values from ref. 143 in Table 5.8. We 

obtained the MAEs of 118.9, 172.1, and 46.9 meV per 𝐻2𝑂 for PZSIC, LSIC(𝑧), and LSIC(𝑤), 

respectively. Thus, LSIC(𝑧) underestimates binding energies of water clusters by a roughly similar 

magnitude as LSDA (MAE, 183.4 meV per 𝐻2𝑂). This is one of few cases where LSIC(𝑧) does 

not improve over PZSIC. A simple explanation for this behavior of LSIC(𝑧) is that although 𝑧𝜎 

can detect the weak bond regions, it cannot differentiate the slow-varying density regions from 

weak bond regions. 𝑧𝜎 → 0 in both situations, causing the weak bound regions to be improperly 

treated. Fig. 5.6(a) shows 𝑧𝜎 for the water dimer where both slow-varying density and weak 

interaction regions are detected but not differentiated. As a result, the total energies of the complex 

shift too much in comparison to the individual water molecules. Thus, the underestimation of water 

cluster binding energies is due to the choice of 𝑧 and not necessarily of the LSIC method. Indeed, 

by choosing 𝑤 as a scaling parameter, the binding energies are much improved. Fig. 5.6(b) shows 

that there is no discontinuity of 𝑤 between the two water molecules (𝑤𝑖’s of two FLOs along the 

hydrogen bond are plotted together in the figure). Hence, unlike in LSIC(𝑧), the weakly interacting 

region is not improperly scaled-down with LSIC(𝑤). LSIC(𝑤) shows an MAE of 46.9 meV per 
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𝐻2𝑂, comparable to SCAN (MAE, 35.2 meV per 𝐻2𝑂). This result is interesting as SCAN uses a 

function that can identify weak bond interaction. So LSIC(𝑤)–LSDA may be behaving 

qualitatively similar to the detection function in SCAN in weak bond regions. The study of water 

cluster binding energies is one of few cases where the original LSIC(𝑧) performed poorly. A recent 

study by Bhattarai et al. [144] examined the performance of LSIC(𝑧) for interaction energies of 

noncovalently bonded complexes from the S22 data set and found that LSIC(𝑧) performed poorly 

for the interaction energies of the weakly bonded complexes. A full understanding of how well 

LSIC performs for the binding energies of such complexes would require full self-consistency. 

The LSIC method may be improved by using a different iso-orbital indicator. These cases serve as 

motivation for identifying an appropriate iso-orbital indicator that would work for all bonding 

regions in LSIC. 

 

 

 

 

 

 

 

 

 

Table 5.8 The binding energy of water clusters (in meV per 𝐻2𝑂) 
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Fig. 5.6 Cross sectional plots of the iso-orbital indicators for water cluster dimer: (a) 𝜏𝑊/𝜏 and 

(b) 𝜌𝑖/𝜌’s from the two FLOs along the hydrogen bond. 

 

We now provide a qualitative explanation of why LSIC(𝑤) gives improved results over PZSIC. 

This reasoning is along the same line as offered by Zope et al [17]. As mentioned in section 5.2, 

when SIE is removed using PZSIC, an improved description of barrier heights which involve 

stretched bonds is obtained, but the equilibrium properties like total energies, atomization energies, 

etc. are usually deteriorated compared to the uncorrected functional. This is especially so for the 

functionals that go beyond the simple LSDA. Typically this is because of the overcorrecting 

tendency of PZSIC. The non-empirical semilocal DFAs are designed to be exact in the uniform 

electron gas limit, this exact condition is no longer satisfied when PZSIC is applied to the 

functionals [145]. This can be seen from the exchange energies of noble gas atoms and the 

extrapolation using the large-𝑍 expansion of 𝐸𝑋 as shown in Fig. 5.7. Following Ref. 145, we plot 

atomic exchange energies as a function of 𝑍−1/3. Thus, the region near the origin corresponds to 

the uniform gas limit. The plot was obtained by fitting the exchange energies (𝐸𝑋) of Ne, Ar, Kr, 

and Xe atoms (within LSIC(𝑤)–LSDA, LSIC(𝑧)–LSDA, and LSDA) to the curve using the 

following fitting function [145].  

 

𝐸𝑋
𝑎𝑝𝑝𝑟𝑜𝑥

−𝐸𝑋
𝑒𝑥𝑎𝑐𝑡

𝐸𝑋
𝑒𝑥𝑎𝑐𝑡 ∗ 100% =  𝑎 + 𝑏𝑥2 + 𝑐𝑥3,                                    (5.12) 

 

where 𝑥 =  𝑍−1/3 and 𝑎, 𝑏, and 𝑐 are the fitting parameters. The LSDA is exact in the uniform 

gas limit. So also is LSIC(𝑧) since the scaling factor 𝑧𝜎 approaches zero as the gradient of electron 



 169 

density vanishes while the kinetic energy density in the denominator remains finite. The small 

deviation from zero seen near the origin (in Fig. 5.7) for LSIC(𝑧) is due to the fitting error (due to 

limited data point). This error is 0.62% for LSIC(𝑧). Thus, correcting LSDA using PZSIC 

introduces a large error in the uniform gas limit. The scaling factor 𝑤 used here identifies single-

electron regions since the density ratio approaches one in this limit. Fig. 5.7 shows that LSIC(𝑤) 

also recovers the lost uniform gas limit. This partly explains the success of LSIC(𝑤). Though the 

performance of LSIC(𝑤) is substantially better than PZSIC–LSDA, it falls short of LSIC(𝑧). On 

the other hand, unlike LSIC(𝑧) it provides a good description of weak hydrogen bonds highlighting 

the need to identify suitable iso-orbital indicators or scaling factor(s) to apply pointwise SIC using 

the LSIC method. One possible choice may be scaling factors that are functions of a used in the 

construction of SCAN meta-GGA and the recently proposed [146] 𝛽 parameter. A scaling factor 

containing 𝛽 recently used by Yamamoto and coworkers with the OSIC scheme showed improved 

results [112]. Future work would involve designing suitable scaling factors involving 𝛽 for use in 

the LSIC method. 

 

 

 

Fig. 5.7 Plot of percentage error of the approximated exchange energy compared to the exact 

exchange energy as a function of 𝑍−1/3. 
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5.5 CONCLUSION 

 

To recapitulate, we investigated the performance of LSIC with a simple scaling factor, 𝑤, 

that depends only on orbital and spin densities. Performance assessment has been carried out on 

atomic energies, atomization energies, ionization potentials, electron affinities, barrier heights, 

dissociation energies, and binding energies on standard data sets of molecules. The results show 

that LSIC(𝑤) performs better than PZSIC for all properties with exception of electron affinity and 

a SIE4x4 subset of dissociation energies. We also compared the performance of LSIC(𝑤) against 

the OSIC method of Vydrov et al. Results indicate that although OSIC overall performs better than 

PZSIC, the improvement over PZSIC is somewhat limited. On the other hand, LSIC(𝑤) is 

consistently better than OSIC(𝑤). We have also studied the binding energies of small water 

clusters which are bonded by weak hydrogen bonds. Here, LSIC(𝑤) performs very well compared 

to both PZSIC and LSIC(𝑧), with performance comparable to SCAN. The present work shows the 

promise of the LSIC method and also demonstrates its limitation in describing weak hydrogen 

bonds if used with kinetic energy density ratio, 𝑧𝜎, as an iso-orbital indicator. This limitation is 

due to the inability of zs to distinguish weak bonding regions from slowly varying density regions. 

The scaling factor 𝑤 works differently than the scaling factor 𝑧, hence LSIC(𝑤) provides a good 

description of weak hydrogen bonds in water clusters. The work thus highlights the importance of 

designing suitable iso-orbital indicators for use with LSIC that can detect weak bonding regions.  
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