
University of Texas at El Paso University of Texas at El Paso 

ScholarWorks@UTEP ScholarWorks@UTEP 

Open Access Theses & Dissertations 

2023-08-01 

A DFT Analysis And Simple Hamiltonian Modeling Of A Molecular A DFT Analysis And Simple Hamiltonian Modeling Of A Molecular 

System Employed For Experimental Evidence Of Quantum System Employed For Experimental Evidence Of Quantum 

Teleportation Teleportation 

Pedro Ulises Medina Gonzalez 
University of Texas at El Paso 

Follow this and additional works at: https://scholarworks.utep.edu/open_etd 

 Part of the Computational Chemistry Commons, and the Physics Commons 

Recommended Citation Recommended Citation 
Medina Gonzalez, Pedro Ulises, "A DFT Analysis And Simple Hamiltonian Modeling Of A Molecular 
System Employed For Experimental Evidence Of Quantum Teleportation" (2023). Open Access Theses & 
Dissertations. 3925. 
https://scholarworks.utep.edu/open_etd/3925 

This is brought to you for free and open access by ScholarWorks@UTEP. It has been accepted for inclusion in Open 
Access Theses & Dissertations by an authorized administrator of ScholarWorks@UTEP. For more information, 
please contact lweber@utep.edu. 

https://scholarworks.utep.edu/
https://scholarworks.utep.edu/open_etd
https://scholarworks.utep.edu/open_etd?utm_source=scholarworks.utep.edu%2Fopen_etd%2F3925&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/1439?utm_source=scholarworks.utep.edu%2Fopen_etd%2F3925&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/193?utm_source=scholarworks.utep.edu%2Fopen_etd%2F3925&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.utep.edu/open_etd/3925?utm_source=scholarworks.utep.edu%2Fopen_etd%2F3925&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:lweber@utep.edu


A DFT ANALYSIS AND SIMPLE HAMILTONIAN MODELING OF A MOLECULAR

SYSTEM EMPLOYED FOR EXPERIMENTAL EVIDENCE OF QUANTUM

TELEPORTATION

PEDRO ULISES MEDINA GONZALEZ

Master’s Program in Physics

APPROVED:

Tunna Baruah, Chair, Ph.D.

Mark R. Pederson, Co-Chair, Ph.D.

Rajendra Zope, Ph.D.

Sreeprasad T. Sreenivasan, Ph.D.

Stephen L. Crites, Jr., Ph.D.
Dean of the Graduate School



©Copyright

by

Pedro Medina

2023



to my

MOTHER and FATHER

with love



A DFT ANALYSIS AND SIMPLE HAMILTONIAN MODELING OF A MOLECULAR

SYSTEM EMPLOYED FOR EXPERIMENTAL EVIDENCE OF QUANTUM

TELEPORTATION

by

PEDRO ULISES MEDINA GONZALEZ, B.S.

THESIS

Presented to the Faculty of the Graduate School of

The University of Texas at El Paso

in Partial Fulfillment

of the Requirements

for the Degree of

MASTER OF SCIENCE

Department of Physics

THE UNIVERSITY OF TEXAS AT EL PASO

August 2023



Acknowledgements

I want to thank my advisor, Dr. Tunna Baruah of the Physics Department at the University

of Texas at El Paso, for her advice and constant support.

I also wish to thank the other members of my committee: Dr. Mark Pederson of the

Physics Department at the University of Texas at El Paso, for enriching my project through

the development of the model Hamiltonian and guidance to complete it successfully. Dr.

Rajendra Zope of the Physics Department at the University of Texas at El Paso for his

suggestions and comments throughout the project. Lastly, Dr. Sreeprasad Sreenivasa from

the Department of Chemistry and Biochemistry at the University of Texas at El Paso for

his time and final input in this project.

Additionally, I want to thank my colleagues I spent my time with during my masters,

the members of the electronic structure lab, and the Physics Department professors and

staff for their hard work preparing me as a physicist. Lastly, I want to thank everyone who

has accompanied me throughout my life for helping me become a better person, especially

my father, mother, brother, and sister.

v



Abstract

Radical ion pairs (RIPs) have been used to demonstrate quantum teleportation in molecular

systems for applications in quantum information science. Covalent organic donor-acceptor

(D-A) molecules can produce RIPs through photo-induced charge transfer and an additional

radical (R) molecule makes quantum teleportation possible. We present the electronic

structure and analyze charge transfer excited states of a recently studied [1] D-A-R molecular

system using density functional theory. The distances between donor-acceptor and donor-

radical are about 12.9 Å and 21.9 Å, respectively. The excitation energies are calculated

using the perturbative delta-SCF method and agree with other conventional excited-state

methods and experimental reference values. Charge transfer energies change with solvent

polarity, but we find that due to the ionic nature of triad, even low polarity solvents make

a significant change in energies. We discuss the spin ordering energies and the Heisenberg

exchange coupling parameters for this D-A-R system. Additionally, a simple Hamiltonian

is modelled to work with a basis set optimized for each of the spin orbitals that are part of

the spin state teleportation process.
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Chapter 1

Introduction

Quantum information science exploits the fundamental quantum properties of materials

to achieve highly efficient computation, sensing, and secure communication. The quantum

analog of bits in classical computers is called qubit that can exist as a coherent superposition

of two quantum states. The qubits can be entangled with other such systems and as a

result can hold large amount of information compared to classical bits. The qubits can

be made up of electronic states of an atom [1], polarization states of a photon, spin states

of molecule [2] or nuclei, or a current loop in a superconductor[3]. A few such examples

are nitrogen vacancy in diamond [4], trapped ion [5, 6], spin states of a single molecule

magnet [7], spin states of quantum dots [8], superconducting circuits [9]. For reliable

quantum information processing the qubits should be such that they can be prepared in

distinct initial states, should have low decoherence, allow for quantum gate operations and

quantum measurements [2].

The challenges concerning the use of the qubits mentioned above are requirement of

extremely low temperature, difficulties in fabricating the qubits in specific locations in

solid devices, and need for isolation from environment to reduce decoherence etc. Another

promising type of qubits is the molecular qubits with specified ligands and spin centers. One

such type of single molecular magnet has been speculated early on [7]. Molecular magnets

have high spins and can have more than two quantum states. Another type is organic light-

harvesting molecules that contain a pair of electron donor and acceptor components. Such

molecules have been studied widely for potential use in organic solar cell. These molecules

when photoexcited undergo electron transfer from the donor to the acceptor and thereby

form a radical ion pair.
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Radical ion pairs we are interested in are organic bimolecular or supramolecular systems

that can occur through photo-induced charge transfer reaction. These are short lived states

with lifetimes of nano-seconds. In the photo-induced charge transfer reactions the electron

donor and acceptor molecules form the ion pair. Assuming the ground state to be spin

singlet, the charge transfer creates two unpaired spins on the donor and the acceptor sites.

The system can interconvert coherently from the initial pure singlet state to triplet state

due to hyperfine, Zeeman, exchange, and dipolar interactions [10]. The singlet and triplet

states of the ion pair can be very close in energy depending on the separation between the

donor and acceptor molecules. In systems with large separation between the electron donor

and acceptor, the exchange and dipole coupling between the two unpaired spins is typically

weak. The intersystem crossing in such cases is mainly driven by hyperfine coupling. The

mixing of the singlet and triplet states leads to different results of chemical reactions or the

recombination process when placed in a magnetic field.

The focus here is to study such a supramolecular system that lead to formation of a

radical ion pair upon photo-excitation. The focus here is to study one such supramolecular

system that lead to formation of a radical ion pair upon photo-excitation. The two spins

on the donor and acceptor sites can form a singlet |S⟩ and three triplet states |T0⟩, |T+1,

and |T−1⟩ states. In the absence of any magnetic field these can form four Bell states. In

the presence of the large magnetic field, the singlet and the |T0⟩ and will remain close in

energy whereas the other two triplet states will be too high and too low in energy compared

to these two. In that case, the S and T0 states can form two mixed states.

1.0.1 Quantum Teleportation

The molecule we are interested in is conjugated with a neutral radical to demonstrate

teleportation of quantum states [11]. Quantum teleportation is transfer of an unknown

quantum state over a physical distance. Quantum state teleportation was first proposed

theoretically in 1993 by Bennett et al. [12]. In this thought experiment, there exists a

classical and a quantum channel between the sender Alice and the receiver Bob. Alice

2



wants to transmit the unknown state of a spin -1/2 particle 1 to Bob. Alice also has

another spin-1/2 particle 2 and Bob too has a spin-1/2 particle 3. The particles 2 and 3

are prepared in an initial singlet state

|Ψ−
23⟩ =

1√
2
[| ↑2⟩| ↓3⟩ − | ↑3⟩| ↓2⟩]

. Next Alice performs a Bell state measurement on the joint state of particle 1 and particle

2. The Bell states of particle 1 and 2 are:

|Ψ−
12⟩ =

1√
2
[| ↑1⟩| ↓2⟩ − | ↑2⟩| ↓1⟩]

.

|Ψ+
12⟩ =

1√
2
[| ↑1⟩| ↓2⟩+ | ↑2⟩| ↓1⟩]

.

|Φ−
12⟩ =

1√
2
[| ↑1⟩| ↑2⟩ − | ↓2⟩| ↓1⟩]

.

|Φ+
12⟩ =

1√
2
[| ↑1⟩| ↑2⟩+ | ↓2⟩| ↓1⟩]

. The unknown state |ϕ1 >= a| ↑1⟩+ b| ↓1⟩ where a2 + b2 = 1.

Before the measurement the complete state of the three particles is then

|Ψ123⟩ =
a√
2
| ↑1⟩[| ↑2⟩| ↓3⟩ − | ↑2⟩| ↓3⟩] +

b√
2
| ↓1⟩[| ↑2⟩| ↓3⟩ − | ↑2⟩| ↓3⟩].

The product states of particle 1 and 2 can be written in term of Ψ±
12⟩ and |Φ±

12⟩. For

example,

| ↑1⟩| ↓2⟩ =
1√
2
[Ψ−

12 +Ψ+
12].

This leads to

|Ψ123⟩ =
1

2
[|Ψ−

12⟩(−a| ↑3⟩−b| ↓3⟩)+|Ψ+
12⟩(−a ↑3⟩+b| ↓3⟩)+|Φ−

12⟩(a| ↓3⟩+b| ↑3⟩)+|Φ+
12⟩(a ↓3⟩−b| ↑3⟩)]

. The probability of the four measurement results are same. After measurement, particle

3 will be projected into one of the four pure states which can be written as

|ϕ3⟩ =

−1 0

0 −1

a
b

 ,

−1 0

0 1

a
b

 ,

0 1

1 0

a
b

 ,

0 −1

1 0

a
b

 .
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Each of the particle 3’s state is related to the state |ϕ1⟩ of particle 1. Depending on the

outcome of the measurement which Alice sends to Bob through the classical channel, Bob

can replicate the state of particle 1 on 3. In case of the singlet outcome |Ψ−
12⟩, then particle

3 is in the same state except for a phase factor. In case of the other three outcomes, Bob

will need to use one of the unitary operators to replicate the state of particle 1.

Quantum teleportation was been demonstrated experimentally in 1997 [13, 14] and

has been extended to many different types of quantum systems such as including photonic

qubits [15, 16, 17, 18], nuclear magnetic resonance [19], optical modes[20, 21]atomic ensembles

[22, 23] trapped atoms [23]and solid-state systems [24]. A detailed description of the

different types of teleportation experiments can be found in Refs. [25, 26].

1.0.2 Radical-Ion-Pair based molecule for quantum teleportation

The method of using radical ion pair for spin state teleportation was put forward by

Sakikhov et al. [27] in 2007. In this scheme a single spin carrying unit A− is prepared

in an initial state. Another two components B and C form the electron donor and acceptor

pair when photoexcited. Photoexcitation and charge transfer lead to the formation of the

B+−C− ion pair. The recombination of (A−−B+) leads to the formation of (A−B)C− state

in which the original spin state on A is transmitted to the C component. The recombination

is equivalent to the Bell measurement step.

The radical pair molecule that was used for spin state teleportation was synthesized and

studied by Wasielewsky et al. in 2018 [11] in which donor is 2,2,6,6-tetramethylbenzo[1,2-

d:4,5-d’]bis([1,3]dioxole), acceptor is 4-aminonaphthalene-1,8-imide and a radical which is

equivalent to the spin carrying component A mentioend above. The radical used was a

partially deuterated α, γ-bisdiphenylene-β-phenylallyl also known as Koelsch radical. The

radical was prepared in an initial state with its spin perpendicular to an external magnetic

field. Next the D-A complex was photoexcited to form the D+−A−−R. A charge transfer

from A− to the R forms the D+ − A − R− state in which the initial spin state on R is

teleported to the D+ component over a distance of 2 nm. The charge transfer from A− to

4



R constitutes the Bell state measurement step.

To be able to be used as a qubit, the quantum behavior should persist even in the

presence of the environment. The vibrations of the molecule and coupling to the environment

should not negatively affect its performance. In this work we study the electronic structure

of the D −A−R complex, its excited states, and develop a simplified model to study the

quantum behavior of such systems. The chapters of this thesis are organized as follows.

In chapter 2, the methods for calculation of various properties are described. The results

on the electronic structure and excited states are included in Chapter 3 and the details on

the calculation of the parameters for the model are given in chapter 4. The future work is

given in chapter 5.
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Chapter 2

Theoretical Background

To study the properties of the radical-ion-pair, we used density functional theory (DFT)

for our calculations. In the following we give a brief description of the fundamental ideas

related to electronic structure calculations and to DFT. [28, 29, 30, 31]. We start with the

Schrodinger equation to describe the motion of a many-body quantum system and brifly

describe the commonly used approximations and principles such as Born-Oppenheimer

approximation to focus on the electronic structure of the system, the variational principle as

the primary tool to obtain the ground state energy of any system, the Slater determinantal

form of the wave function that follows the antisymmetry principle of electrons. Before

explaining DFT, we have the Hartree-Fock method, an analogous method to DFT that

uses the electron’s wave function instead. We introduce DFT, from the Hohenberg-Kohn

theorems and Kohn-sham equations, to the exchange-correlation approximations. Finally,

We discuss excited state methods to study more properties.

2.1 Density Functional Theory

Several computational modeling methods exist to study the electronic structure of many-

body systems. Density functional theory (DFT) is a powerful tool for calculating the

electron properties of atoms and molecules considering their quantum behavior. A balance

between accuracy and computational cost makes DFT regularly used for practical problems

in physics, chemistry, material science, and other disciplines. We will see that the main

advantage of DFT over other methods is the simplification of the N interacting electrons

problem to an equivalent one of N noninteracting electrons in an effective potential.

6



2.1.1 Atomic Units

Before we begin, there is a necessary clarification. This manuscript uses atomic units in

which the following fundamental constants are set to unity

ℏ = e = a0 = me = 1, (2.1)

where ℏ is the reduced Planck’s constant, e is the electron’s charge, a0 is the Borh radius,

and me is the mass of the electron. The atomic unit of energy and length are Hartree and

Bohr, respectively.

2.1.2 Schrodinger Equation

The essential differential equation to study a particle in the realm of (nonrelativistic)

quantum mechanics is Schrodinger’s equation

Ĥ |Ψ⟩ = −ıℏ ∂
∂t
|Ψ⟩ . (2.2)

|Ψ⟩ is the quantum state of a wave function, the mathematical object that represents a

particle. The Hamiltonian Ĥ acts on the quantum states and reproduces their evolution

over time. However, we are only interested in stationary states, so we start with the time-

independent Schrodinger equation

Ĥ |Ψ⟩ = E |Ψ⟩ , (2.3)

where Ĥ is now equivalent to the particle’s total energy. We can expand this problem to

a Hamiltonian for a system conformed of interacting M nuclei and N electrons, described

by position vectors RA and ri, respectively. The distance between Ath and Bth nucleus

is RAB = |RA −RB|; the distance between the ith and jth electron is rij = |ri − rj|, and

the distance between the ith electron and Ath nucleus is riA = |ri − rA|. Therefore, the

7



Hamiltonian for interacting M nuclei and N electrons is

Ĥ = −
N∑
i

∇2
i

2me

−
M∑
A

∇2
A

2mA

+
1

2

M∑
A ̸=B

ZAZB

RAB

+
1

2

N∑
i ̸=j

e2

rij
−

N,M∑
i,A

eZA

riA

= Te + Tn + Vnn + Vee + Ven. (2.4)

The first two terms are the electron and nuclear kinetic energy, respectively. The third and

fourth terms are the repulsive interaction between nuclei and between electrons (coulomb

repulsion). The last term is the attractive interaction between electrons and nuclei. Likewise,

a new wave function will depend on the coordinates of all electrons and nuclei

Ψ = Ψ(r1, . . . , rN ;R1, . . . ,RM). (2.5)

This new equation contains 6(N +M) degrees of freedom, making it harder to solve the

bigger our system becomes.

2.1.3 The Born-Oppenheimer Approximation

Since the nuclei are heavier than the electrons, their motion is negligible in comparison.

Using this assumption, we neglect the kinetic energy of the nuclei Tn. Moreover, we consider

the electrons moving in a field of fixed nuclei to set the nuclear-nuclear repulsion potential

Vnn constant. The remaining terms are called electronic Hamiltonian

Ĥelectronic = Te + Vee + Ven. (2.6)

This procedure is the so-called Born-Oppenheimer approximation, where we separate our

Hamiltonian’s nuclear and electronic terms. To solve Schrodinger’s equation with this new

Hamiltonian, we also assume the total wave function to be separable into the product of

electronic and nuclear wave functions

Ψ = Ψelectronic ×Ψnuclear. (2.7)

As a result, we obtain the many-electron Schrodinger equation

Ĥelectronic |Ψelectronic⟩ = Eelectronic |Ψelectronic⟩ . (2.8)

8



The total energy is the electronic energy Eelectronic plus the energy of the nuclear-nuclear

repulsion Enn. It is important to note that the motion of the electrons depends explicitly

on their coordinates but also parametrically on the nuclear coordinates.

2.1.4 Variational Principle

Even after the Born-Oppenheimer approximation, the exact solutions are not available. The

variational method is suitable for finding the ground state energy of this type of problems.

We start with a trial wave function Ψ̃, which aims to be the true ground state wave function

Ψ0. Then, we define the energy as

E
[
Ψ̃
]
=

〈
Ψ̃
∣∣∣H ∣∣∣Ψ̃〉

〈
Ψ̃ | Ψ̃

〉
,

(2.9)

where we consider the possibility of a not normalized wave function. The variational

principle states

E
[
Ψ̃
]
≥ E0, (2.10)

which means the calculated energy is always greater or equal to the ground state energy.

Moreover, the trial wave function corresponds to the ground state wave function if the

energy calculated equals the ground state energy

E = E0 ⇐⇒
∣∣∣Ψ̃〉 = |Ψ0⟩ . (2.11)

Therefore, we can minimize the energy with respect to the trial wave function to find the

ground state energy. In other words, we will eventually obtain the ground state energy E0

by attempting different trial wave functions.

2.1.5 Antisymmetry Principle, Hartree Product, and Slater Determinant

The wave function we have shown depends only on the spatial coordinates of the electrons.

However, another variable that we need to include is the spin coordinate. If we have one
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particle in terms of spatial coordinates, we call it spatial orbital ψ (r). However, if we

include the spin α (ω) , we call it a spin-orbital

χ (x) = ψ (r)α (ω) or ψ (r) β (ω) . (2.12)

The most trivial way to construct the total wave function is a simple product of spin orbitals

for each electron

ΨHP (x1,x2, . . . ,xN) = χi (x1)χj (x2) · · ·χk (xN) . (2.13)

This many-electron wave function is termed a Hartree product. The only problem with

this approach is that it does not satisfy the following requirement: A many-electron wave

function must be antisymmetric with respect to the interchange of the coordinate x(both

space and spin) of any two electrons

Ψ(x1, . . . ,xi, . . . ,xj, . . . ,xN) = −Ψ(x1, . . . ,xj, . . . ,xi, . . . ,xN) . (2.14)

This requirement is often called the antisymmetry principle. Fortunately, one can obtain

antisymmetrized wave functions using the appropriate combination of Hartree products.

Thus For an N-electron system, we have the following wave function:

Ψ(x1,x2, . . . ,xN) =
1√
N

∣∣∣∣∣∣∣∣∣∣∣∣

χ1 (x1) χ2 (x1) . . . χN (x1)

χ1 (x2) χ2 (x2) . . . χN (x2)
...

... . . . ...

χ1 (xN) χ2 (xN) . . . χN (xN)

∣∣∣∣∣∣∣∣∣∣∣∣
≡ |χ1, χ2, . . . , χN⟩ , (2.15)

also called slater determinant. The factor outside the determinant is a normalization factor.

Moreover, each column contains the ith spin-orbital, and the rows contain the N electrons. If

two electrons occupy the same orbital, we have two equal columns, making the determinant

zero. Thus no more than one electron can occupy a spin-orbital (Pauli exclusion principle).

2.1.6 Hartree-Fock Method

Finally, to solve the many-electron problem, we assume that the N-electron wavefunction

is equal to a single slater determinant. In this way, the system’s energy depends on a set of
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spin orbitals. Following the variational principle, we obtain the ground state of our system

by finding the best spin orbitals that minimize the electronic energy. Recalling the terms

of the electronic Hamiltonian in equation 2.6, we write the energy as

E0 [Ψ0] = ⟨Ψ0|Helectronic |Ψ0⟩ =
N∑
a

⟨a|ha |a⟩+
1

2

N∑
a,b

⟨ab| |ab⟩ (2.16)

=
N∑
a

⟨a|ha |a⟩+
1

2

N∑
a,b

([aa | bb]− [ab | ba]) ,

where we change the notation from |χa⟩ to |a⟩ for more clarity. We introduce the core

Hamiltonian

ha = −
∇2

a

2
−

M∑
A

ZA

raA
, (2.17)

which defines the kinetic energy of the ath electron and the nuclear-electron attraction

potential of the ath electron to the nuclei. The two terms from equation 2.16 involving

sums over b correspond to the electron-electron interactions. The first one is called the

coulomb term

[aa | bb] ≡
∫∫

dx1dx2χ
∗
a (x1)χa (x1)

1

r12
χ∗
b (x2)χb (x2) . (2.18)

It represents the average electron repulsion energy an electron in a given orbital would feel

from an electron in a different orbital. The second one is called the exchange term

[ab | ba] ≡
∫∫

dx1dx2χ
∗
a (x1)χb (x1)

1

r12
χ∗
b (x2)χa (x2) , (2.19)

which does not have a physical representation but prevents overcounting electron-electron

energy due to the antisymmetry principle. Once we minimize the energy by varying the

spin-orbital restricted to their orthogonality ⟨χa|χb⟩ = δab and eliminate the restricted

summation over b = /a, we retrieve the set of N Hartree-Fock equations

f |χa⟩ = ϵa |χa⟩ , (2.20)

where we define the Fock operator

f ≡ ha + vHF
a , (2.21)
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which is the sum of the core Hamiltonian eq.(2.17) and an effective one-electron potential

called the Hartree-Fock potential

vHF
a =

∑
b

([aa | bb]− [ab | ba]) . (2.22)

In principle, the Hartree-Fock equation is an eigenvalue problem, but we often deal with

wave functions written as a linear combination of atomic orbitals and, as we notice in

equation 2.18 and 2.19, the coulomb and exchange terms depend on the orbitals, which

means they depend on the coefficients of the linear combination, making equation 2.20

transcendental. We treat this problem using the self-consistency field (SCF) method, where

we first solve for a trial set of orbitals without electron-electron interactions and then solve

the original problem iteratively.

The Hartree-Fock method is not the best in electronic structure as it has some critical

problems, such as the lack of correlations between electrons as it considers a single Slater

determinant. Furthermore, errors arise due to the approximation of the coulomb interaction,

as we consider only the interaction between an electron and the average electron distribution.

2.1.7 DFT over Hartree-Fock

Once we calculate the many-electron wavefunction, we can obtain all the information from

our system. However, we sometimes want to know only the total ground state energy of the

system and its changes. In this manner, Hohenberg and Kohn proposed that the energy

can be defined depending only on the electron density of the system. This idea is powerful

since it deals with most of the critical problems of the Hartree-Fock method. There is

less computational work because the problem reduces to 3 spatial coordinates and a single

spin coordinate. Moreover, the electron density is physically observable, making it easier

to think about and relate to experiments. These advantages produced by the possibility

of replacing the many-electron wave function with the electron density give rise to density

functional theory.
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2.1.8 Honenberg-kohn Theorems

Density functional theory originates from two theorems proposed and proved by Honenberg

and Kohn in 1964. The first theorem states: "The ground state energy from Schrodinger’s

equation is a unique functional of the electron density."As mentioned in the previous section,

this theorem indicates a direct relation between the ground state wave function and electron

density. In this manner, we can write the energy as

E [n0(r)] = Te [n0(r)] + Vee [n0(r)] + Ven [n0(r)] = Ven [n0(r)] + F [n0(r)] , (2.23)

where we can calculate the electron-nuclear interaction energy Ven the same way we did

for Hartree-Fock. Unfortunately, the first theorem proves the existence of a functional but

says nothing about the actual expression of the functional, which we represent with the

unknown F [n0(r)]. Besides, this theorem is why we call this area density functional theory,

as the energy depends on a function (electron density) instead of a value.

The second theorem proves we can apply the variational principle in DFT: "The electron

density that minimizes the energy of the overall functional is the true electron density

corresponding to the full solution of the Schrodinger equation."The same way we had for

Hartree-Fock, but now using the electron density

E0 ≤ E [n(r)] , (2.24)

and

E [n(r)] = E0 ⇐⇒ n(r) = n0(r). (2.25)

The calculated energy is always greater or equal to the ground state energy. Moreover, the

trial electron density corresponds to the actual electron density if the energy calculated

equals the ground state energy.

2.1.9 Kohn-sham Equations

One year after the publication of the Hohenberg-Kohn theorems, Kohn and Sham formulated

a set of equations to calculate said energy functional. We start with a noninteracting
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electron system feeling an external potential. The Hamiltonian of the problem is

Href =
N∑
i

(
−∇

2
i

2
+ Vref (ri)

)
. (2.26)

Then, we can rewrite the energy functional (1.23) as the kinetic energy and external

potential of the noninteracting system plus the deviations from the actual system

E [n(r)] = Tref [n(r)] + Ven [n(r)] + U [n(r)] + EXC [n(r)] . (2.27)

For the case of the external potential, we end up with nuclear-electron interaction energy

Ven, the classical coulomb repulsion between electrons U plus a new term EXC that dumps

all the remains effects from the real system, such as the electron correlations, electron

exchange, and the deviation of the kinetic energy. However, it is too good to be true

as the exact expression for this functional is yet to be derived, and a significant part of

DFT research is focused on making approximations using ab initio calculations or with

experimental parameters. To begin with the minimization of the energy, we need to define

the trial electron density, which is given by

n(r) = nref (r) =
N∑
i

∣∣ψKS
i (r)

∣∣2 , (2.28)

which is the sum of all probabilities of finding each electron at a given position. The

Kohn-Sham wave function ψKS
i differs from the one used in the Hartree-Fock method, as

it depends only on the three spatial variables of the electron density. Kohn and Sham

identified that once we minimize the system’s energy (maintaining orthogonality between

orbitals), we can express the resulting set of equations so that each depends on a single

electron. Thus, obtaining the Kohn-Sham equations(
−∇

2

2
+ Veff (r)

)
ψKS
i (r) = ϵiψ

KS
i (r) . (2.29)

Like the Hartree-Fock method, we have a set of nonlinear equations to solve using a self-

consistency field process. However, the equation describes the motion of noninteracting

electrons in an effective field

Veff (r) ≡ Ven (r) + VH (r) + VXC (r) , (2.30)
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where Ven is the nuclear-electron interaction potential, VH is the Hartree potential which

describes the classical coulomb repulsion between electrons

VH (r) =

∫
n(r′)

|r− r′|
d3r′. (2.31)

Due to the nature of this potential, the electrons interact with themselves and generate

what is known as the self-interaction error. VXC is the functional derivative of the exchange-

correlation energy EXC

VXC (r) =
δEXC(r)

δn(r)
. (2.32)

Hartree-Fock approximates the coulomb energy of the electron-electron interaction and

reproduces the exact exchange energy, disregarding the correlation of electrons. Meanwhile,

DFT is an exact theory but produces approximated results due to the undefined exchange-

correlation functional. However, DFT has the edge over Hartree-Fock on Energetic related

properties considering the computational speed up provided by the electron density.

2.1.10 Exchange-Correlation Approximations

As mentioned in the previous section, the main problem in DFT is specifying the exchange-

correlation functional. There are approximated functionals by optimizing parameters using

experimental data but only work for the same type of system used in the experiment.

Researchers also use ab initio methods to derive this functional but always use some

approximation to achieve valuable results. One of the most straightforward cases to define

the exchange-correlation functional is considering the uniform electron gas (UEG). In this

case, the electron density is constant at all points in space, so VXC is just the exchange-

correlation energy of the UEG (ϵUEG
XC ) at the electron density observed in a specific position

V LDA
XC (r) = V LDA

XC (n(r)) = ϵUEG
XC (n(r)). (2.33)

This approximation uses the local density to define the approximate exchange-correlation

functional, called local density approximation (LDA). Moreover, we can separate the exchange
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and correlation energies

ϵUEG
XC = ϵUEG

X + ϵUEG
C , (2.34)

where we have an analytical expression for the exchange term

ϵUEG
X (n(r)) = −3

4
(
3

π
)
1
3n(r)

1
3 . (2.35)

However, the correlation term is more difficult to obtain, so we must rely on stochastic

numerical methods’ results [32, 33, 34, 35].

Lastly, LDA works for homogeneous systems, but when the electron density varies

significantly, we have less accurate results. We include the density gradient to the LDA

functional to solve this problem. In such a manner, we obtain the generalized-gradient

approximation (GGA) functional. Moreover, some functionals follow the same approach as

the previous ones but have minor changes to increase accuracy. For example, the widely

known Perdew-Burke-Ernzerhof (PBE) functional is based on this method but adds an

enhancement factor.

2.2 Time-Dependent Density Functional Theory

As mentioned before, we are interested in studying the excited state properties of our

molecule. Therefore, to accomplish this task, we use the extension of DFT for excited

states, time-dependent density functional theory (TDDFT). As the name of the method

suggests, TDDFT describes the behavior of the electrons over time, which grants tons of

information in phenomena where we have a perturbation in the electrons over time, such

as the presence of an electric field to create an excited state in a given system. In this

section, we will review the fundamental ideas of TDDFT and a practical method [36, 37].

We keep the atomic units convention from section 2.1.1.
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2.2.1 Time-dependent Schrodinger equation

For ground-state calculations, we solve the stationary time-independent Schrodinger equation

2.3. Then, for excited state calculations, we need to solve the time-dependent Schrodinger

equation 2.2, which we show again with the electronic terms from Hamiltonian 2.4 for

visibility,
ˆH(t) |Ψ(t)⟩ = ı

∂

∂t
|Ψ(t)⟩ , ˆH(t) = Te + Vee + Vext(t). (2.36)

Now we have an initial wavefunction Ψ(t) and a time-dependent external potential. This

external potential depends on the nuclear-electron interaction Ven with the position of the

nucleus changing in time and N number of fields applied to the system (e.g., electric field).

Vext(t) = Ven(t) +
N∑
i

vext(ri, t). (2.37)

If solving eq.(2.2) is already hard, adding the time dependency makes solving eq.(2.36) much

harder. However, we will see that a theorem inspired by the Hohenberg-kohn theorems

simplifies our problem and gives rise to TDDFT.

2.2.2 Runge-Gross Theorem

Time-Dependent Density Functional Theory originates from a theorem proposed and proven

by Erich Runge and Eberhard K. U. Gross in 1984. The theorem states that there is a

one-to-one correspondence between the external potential Vext(t) and the density n(r, t) of

the system evolving from an initial state Ψ(t). Schematically, we have

Ψ(t) : vext ←→ n. (2.38)

For the backward arrow, a time-dependent density indicates a single external potential for

a given initial state. In other words, two different potentials correspond to two different

densities for a given initial state. The forward arrow represents the unique solution of the

Schrodinger equation. Then, the wavefunction is a functional of the density and initial
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state and differs up to a purely-time-dependent phase,

Ψ(t) = e−ıα(t)Ψ [n, Ψ0](t). (2.39)

The first Hohenberg-kohn theorem states that the energy of the ground state is a unique

functional of the system’s density. In this case, the expectation value of any quantum

Hermitian operator is a unique functional of the time-dependent density and the initial

state,

Q[n, Ψ0](t) =
〈
Ψ [n, Ψ0](t)

∣∣∣Q̂(t)∣∣∣Ψ [n, Ψ0](t)
〉
. (2.40)

2.2.3 Time-Dependent Kohn-Sham Equations

Similar to the ground state case, we use a Kohn-Sham system (fictitious noninteracting

system of fermions) to solve our time-dependent problem. Therefore, we can write the

time-dependent Kohn-Sham equations with orbitals φj(r, t) as,

ı
∂

∂t
φj(r, t) = [−∇

2

2
+ vKS[n; Φ0](r, t)]φj(r, t), (2.41)

whose density,

n(r, t) =
N∑
j=1

|φj(r, t)|2 (2.42)

Is that of the real system. As mentioned in the previous section, a unique density corresponds

to the KS potential. Akin to the ground state problem, we divide the KS potential into

three terms,

vKS[n; Φ0](r, t) = vext[n; Ψ0](r, t) +

∫
d3r

′ n(r
′
, t)

|r − r′|
+ vxc[n,Ψ0,Φ0](r, t), (2.43)

where the first term is the external potential that depends on the initial state and the

density. The second term is the classical interaction between electrons, the Hartree potential

with time dependency. The last term is the typical exchange-correlation potential that we

need to approximate, but more complex as it depends on the whole history of density

(creating memory problems), the initial interacting wavefunction Ψ0, and the initial Kohn-

sham wavefunction Φ0 which is almost always a single Slater determinant.
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To extract the excited state energies of a system, we solve TDKS equations 2.41by

calculating the time evolution operator of the system and propagating the equations for

some time until we find a certain number of poles that correspond to the excited state

energies. However, to extract the energies of low-lying excited states (excited state property

studied in this manuscript ), there is a method that does not use TDKS equations but

instead uses perturbation theory and TDDFT formalism.

2.2.4 TDDFT in linear response

As always, constructing the exchange-correlation potential Vxc is the most challenging task

in DFT procedures. For TDDFT, we find phenomena of interest when we approximate

our Vxc for densities that change significantly over time. However, there are interesting

phenomena where we do not need to vary the density in time that much. For example,

we only need to apply a weak perturbation to the external potential Vext at t to study

low-lying excited states. We denote the density response to the perturbation δvext using

Taylor expansion. This type of excited state has densities close to that of the initial state,

so we only need up to the linear term. Writing n(r, t) = nGS(r) + δn(r, t). Therefore, the

vxc potential is now

vxc[nGS + δn](r, t) = vxc[nGS](r) +

∫
dt

′
∫
d3r

′
fxc[nGS](r, r

′
, t− t′)δn(r′ , t′), (2.44)

where the first term is the ground state vxc, and the second term has the exchange-

correlation kernel fxc, which is the change of vxc with respect to the linear response δn(r, t).

δn(r, t) depends on a linear response function χ which tells you how the density changes

with respect to the perturbation δvext. Following TDDFT formalism, there is a χKS for

non-interacting KS electrons that yield the same density response δn(r, t). If we equate the

density response for interacting and non-interacting electrons and use the definition of fxc,
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we obtain the TDDFT linear response equation (In frequency space)

χ(r, r
′
, ω) = χKS(r, r

′
, ω) (2.45)

=

∫
d3r1

∫
d3r2χKS(r, r

′

1, ω)

{
1

|r1 − r2|
+ fxc(r1, r2, ω)

}
χ(r2, r

′
, ω)

where

χKS(r, r
′
, ω) = 2 lim

η→0+

∑
q

{
ξq(r)ξ

∗
q (r

′
)

ω − ωq + iη
−

ξ∗q (r)ξq(r
′
)

ω + ωq − iη

}
. (2.46)

The set of poles of eq.(2.45) are the excited state energies, and they appear when ω

matches a true transition frequency, sending χ to infinity. There is a way of calculating the

excited state energies by transforming eq.(2.45) into the Casida equations, where we have

a matrix equation, the eigenvalues are the excited state energies, and the eigenvectors are

the oscillator strengths.

2.2.5 Long Range Corrected (LRC) Functionals

Most functionals yield accurate transition energies for many complex organic systems.

However, they describe poorly charge transfer energies in the molecule studied. To solve this

problem, we employ Long Range Corrected (LRC) DFT Functionals. When the distance

between electrons increases, these functionals use a growth parameter in the Hartree-Fock

exchange. Dividing the Coulomb operator into long and short components,

1

r
=

1

r
{1− [α + βerf (γr)]}+ 1

r
[α + βerf (γr)] , (2.47)

where γ is the attenuation parameter, while α and β define the contributions of the Hartree-

Fock exchange, in the case of the LRC functionals used in this study, LRC ωPBEh, we

have 20% short-range HF exchange + 100% long range HF exchange + 80% ωPBE GGA

exchange + PBE GGA correlation (ω = 0.2) [38]. Thisω refers to the attenuation parameter

γ, which needs tuning to our molecular system. This type of optimization is based on the

Koopmans condition,

−εHOMO(N) = IE(N) ≡ E(N − 1)− E(N). (2.48)
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The HOMO eigenvalue is equal to minus the ionization energy (IE), which is defined as the

energy difference between the neutral and ionized molecule. Moreover, Baer and coworkers

[39, 40, 41] suggest a tuning procedure that involves minimizing the sum of squares (IE +

ϵHOMO)
2 for the neutral donor molecule and its analog for the anion of the acceptor species,

J(γ)2 = |ϵγH(N) + Iγ(N,∆SCF )|2 + |ϵγH(N + 1) + Iγ(N + 1,∆SCF )|2 . (2.49)

2.3 Perturbative DELTA-SCF

Another method to calculate excited state energies is the perturbative ∆SCF method

developed in the NRLMOL code [42]. It is a simple DFT-based method for calculating

the energy difference between the ground and the excited state. The difference between

other ∆SCF methods is that it does not vary the density as in the self-consistency procedure

to avoid the possible collapse of the excited state. Instead, an orthogonality condition is

imposed between the ground and excited state wave functions. However, in practice, a

perturbative approach relaxes the occupied orbitals,

∆H = α (Hex −Hg) (2.50)

where α is a variational parameter to obtain the lowest excited state energy.

2.4 Computational Details

Most of the calculations with DFT presented in this thesis was carried out using the

NRLMOL code originally developed by Mark Pederson [43, 44, 45, 46]. This code uses

a Gaussian basis set that was optimized for the PBE functional [45]. Another salient

feature of the code is that it is the first code to use a variational mesh for integration [43].

The mesh can be tuned for desired accuracy of the integrals. The perturbative delta-SCF

method is implemented in this code [47, 48]. The TD-DFT calculations were performed

using the Q-Chem code [49].
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Chapter 3

Electronic structure of the

Donor-Acceptor-Radical Supramolecule

The three component donor-acceptor-radical (D-A-R) supramolecular system that was

employed to experimentally demonstrate teleportation of a spin state contains a 2,2,6,6-

tetramethylbenzo[1,2- d:4,5-d]bis([1,3]dioxole), 4-aminonaphthalene-1,8-imide, and a α, γ-

bisdiphenylene-β-phenylallyl which are shown in Fig. 3.1. These individual components

were optimized first at the all-electron level using the PBE functional.

(a) Donor (b) Acceptor. (c) Radical

Figure 3.1: Optimized structure of individual component molecules of D-A-R complex

system at PBE/NRLMOL level of theory

The initial structure of the supramolecule was constructed using these optimized components

and the full molecule was further optimized. Since there is an unpaired electron located

on the radical component, spin unrestricted calculations are carried out throughout.The
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optimized structure of the full molecule is shown in Fig. 3.2.

Figure 3.2: Optimized structure of complex D-A-R molecule at PBE/NRLMOL level of

theory.

In the experiment reported in Ref. [11] the acceptor molecule is photoexcited to its first

singlet excited state. The HOMO of the donor lies above the HOMO of the acceptor and

as a result there is charge transfer from the donor HOMO to the acceptor HOMO leading

to the formation of a (D+ − A−)R charge transfer excited state. We point out that the

experiments are carried out on the molecular sample solvated in toluene (ϵ = 2.38).

The molecule in the ground state has a dipole moment of 3.10 Debye. The molecule has

a length of ∼ 21 Å and charge transfer states consequently have large dipole moments. The

excited state dipole moments will interact with those of the solvent molecules surrounding

it such that the dipole network will realign to minimize the energy of the system. The

inclusion of solvent in the calculation of the excited states is therefore crucial. For consistency

the ground state results shown below are calculated with toluene as solvent. The solvent

is included using the polarizable continuum model (PCM).

23



(a) Gas phase.

(b) Solution (toluene).

Figure 3.3: electronic density of States (DOS) in (a) gas phase and (b) in solution.

The site projected density of states of the molecule calculated with PBE functional

are shown in Fig. 3.3 for both the gas phase and in solution of toluene. There is no

significant difference between the DOS in gas phase and in solution except that the occupied

orbitals are slightly stabilized in the solution. DOS clearly shows that the highest occupied
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molecular orbital of the supramolecule is located on the donor component. The half-filled

HOMO of the radical lies below the HOMO of the donor in the spin majority channel. The

same orbital in the spin minority channel forms the LUMO of the molecule. Thus there

is a large separation between the HOMO and the LUMO of the molecule which belong to

opposite spin. The plots of the frontier orbital densities are shown in Fig. 3.4. In this

plot, the red plots show the unoccupied orbitals and the blue color indicates an occupied

orbital. Due to the unpaired electron on the radical there is a half-filled or singly occupied

molecular orbital (SOMO) on the radical that lies below the donor HOMO. Likewise, there

is an unoccupied (SUMO) on the radical which is the LUMO of the supramolecule. Thus

the HOMO and LUMO of the supramolecule have opposite spins and spatially far apart.

The next higher virtual orbital is located on the acceptor component. The DOS (Fig. 3.3)

also roughly shows that the donor excitation energy is higher than that of the acceptor and

the radical.
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SPIN MAJORITY SPIN MINORITY

HOMO-2

HOMO-1

SOMO/HOMO

HOMO/SUMO

LUMO

LUMO+1

Figure 3.4: Highest occupied and lowest virtual molecular orbitals at IEF-PCM/PBE/6

31+G(d) level of theory (toluene ε = 2.38).
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The DFT eigenvalue difference between the virtual and the occupied orbitals do not

correctly show the excitation energies. The linear response time dependent DFT performs

quite well in describing the absorption spectra particularly for the local excitations. The

absorption spectra of the molecule calculated in solvated phase using PCM are shown in

Fig. XX. These absorption spectra were calculated using TD-DFT linear response theory as

implemented in the Q-Chem code. The calculated absorption spectra shows two prominent

peaks between 330-600 nm with the hybrid functionals but with multiple peaks with the

PBE functional. On the other hand LRC-wPBEh shows similar nature of the spectra as

the other two hybrid functionals. For comparison, the experimental absorption spectra is

reproduced in Fig. 3.6 from Ref. [11]. The UV-vis absorption spectra of the D-A-R and

the same system but with a close shell version shows that the peak at 490 nm (2.53 eV)

arises from the radical component only. The peak at 390 nm (3.20 eV) is due to absorption

by the acceptor component. In the calculated spectra shown in Fig. 3.5, the first and

second peaks (second and third peak for c) ) of each graph correspond to the measured

absorption maximum of the photoexcited acceptor 1•A and the radical R•, respectively.

The calculated peak positions are also presented in Table 3.1 along with the experimental

values. The hybrid functionals tend to open up the HOMO-LUMO gap with higher values

for the peak positions. The values of the peak positions with different functionals are

presented in Table 3.1.

27



0 200 400 600 800
Energy / nm

0

0.2

0.4

0.6

0.8

1
R

e
l.
 S

tr
e
n
g
th

0 100 200 300 400 500 600
Energy / nm

0

0.2

0.4

0.6

0.8

1

R
e
l.
 S

tr
e
n
g
th

0 200 400 600 800 1000
Energy / nm

0

0.2

0.4

0.6

0.8

1

R
e
l.
 S

tr
e
n
g
th

0 200 400 600
Energy / nm

0

0.2

0.4

0.6

0.8

1

R
e
l.
 S

tr
e
n
g
th

a) b)

c) d)

3.08 eV

2.44 eV

3.48 eV

2.82 eV

3.23 eV

2.67 eV2.79 eV

2.27 eV

Figure 3.5: Calculated UV-vis absorption spectra of complex D-A-R at TDDFT/IEF-

PCM/6-31+G(d) level of theory in toluene (ε = 2.38) solution with functional a) B3LYP

b) CAM-B3LYP c) PBE d) LRC-ωPBEh with tuned attenuation parameter ω = 0.51.

The first and second peak (second and third peak for c) ) of each graph correspond to

the to the measured absorption maximum of the photoexcited acceptor1∗A and radical R.,

respectively.
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Figure 3.6: Experimental UV-vis absorption spectra of complex D-A-R in room

temperature toluene (ε = 2.38) solution [11].

29



Table 3.1: TDDFT doublet vertical excitation energy corresponding to the measured

absorption maximum of the photoexcited acceptor 1∗A and radical R• for various DFT

functionals.α

METHOD
1∗A R.

eV nm DIFF. eV nm DIFF.

B3LYP 3.08 403 0.12 2.44 508 0.09

CAM-B3LYP 3.48 340 0.28 2.82 428 0.29

PBEβ 2.79 444 0.41 2.27 546 0.26

LRC-ωPBEhγ 3.23 384 0.03 2.67 464 0.14

expt. 3.20 388 2.53 490
αCalculations were done using 6-311+G(d) basis set, and IEF-PCM solvation model in

toluene (ϵ = 2.38).
βSame results for perturbative ∆SCF NRLMOL.
γTuned attenuation parameter (ω = 0.51).

The excited states that are relevant for the quantum processes are the charge transfer

excited states. Two such states in which the hole is located on the donor and particle is

located on the acceptor or radical are pictorially shown in Figs. 3.7. As shown these states

have very large particle and hole separation and as a result large dipole moments. The

effect of the solvents is strong in stabilizing such states.
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Figure 3.7: Orbitals participating in the donor (Blue) to acceptor (Red) electron transition

to form charge-separated state D+A−R. with center-to-center distance of 13.9 Å.

Figure 3.8: Orbitals participating in the donor (Blue) to radical (Red) electron transition

to form charge-separated state D+AR− with center-to-center distance of 21.9 Å.

An estimate of the charge transfer excited states can be made from Mulliken equation

which gives the excited state energy as Eex = IP − EA − 1
R

where, IP is the ionization

potential of the component with the hole, EA is the electron affinity of the component where

the electron moves to, and R is the separation between them. The calculated ionization

potential (IP) of the isolated donor in gas phase is 6.50 eV. Similarly, the electron affinities

(EA) of the isolated acceptor molecule and the radical in gas phase are is 1.13 and 2.50

eV, respectively. Considering a separation of 13.9 between the particle and the hole, an
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estimate of the excited state from Mulliken equation is 4.23 eV. In the presence of toluene,

the ionization potential reduces to 5.56 eV whereas the EA values increase to 2.11 and 3.36

eV for the acceptor and the radical, respectively. The energy of this charge transfer state

then reduces to 3.02 eV. This energy estimate does not include the relaxation of the passive

orbitals.

The charge transfer excited states are calculated with the NRLMOL code using the

perturbative delta-SCF method. These calculations are carried out using the PBE functional.

We also used the range corrected LRC-ωPBEh functional in the TD-DFT formalism to

calculate the energies of the relevant excited states. These excitation energies are listed

in Table 3.2. The agreement between the perturbative delta-SCF emthod and TD-DFT is

excellent for theD+A−−R state, but it is on the order on 0.1 eV for the (D+−A−R−) state.

The experimental estimates for these energies are made from the data using CH2Cl2 as

solvent which was used in Weller equation to derive the estimates in toluene. The differences

between the calculated excitation energy and experimental energies are, however, large.

these differences lie between 0.3 - 0.6 eV for the two charge transfer states. We point out

that ionic relaxation of the molecule is not taken into account in the calculations which

may explain the differences. We also emphasize that the perturbative delta-SCF method

works well for charge transfer excitations, but does not predict the local excitation with

similar accuracy. Overall, we see the same trend - that the D+−A−−R state is higher in

energy compared to the D+ − A−R− state.
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Table 3.2: Charge transfer energies (CTE) of the charge-separated states in the DAR

complex calculated with different excited state methods.α

Method
D → A (eV) DIFF. D → R (eV) DIFF.

D+A−R. D+AR−

βNRLMOL (PBE) 2.82 0.30 2.03 0.69

TDDFT (LRC-ωPBEh) 2.81 0.29 2.16 0.82

IPD-EAA/R-1
r

(PBE) 3.02 0.52 1.93 0.59

Ref. (Weller equation) 2.52 1.34

αCalculations in toluene (ϵ = 2.38) solution with IEF-PCM.
βPerturbative ∆SCF Excited state method

3.1 Spin Hamiltonian

The charge transfer excited states constitute three-spin states. The spins on the components

for the two charge states shown in Fig. 3.7 and 3.8. Since the entanglement of the spins on

the D, A, R sites are of interest, we further calculated the magnetic exchange parameters J

between the donor and the acceptor, and acceptor and the radical sites. To do that, energies

of three spin states are calculated using the perturbative delta-SCF method. These spin

configurations are schematically shown in Fig. 3.9a and their respective energies are shown

in Fig. 3.9b. The J parameters are calculated using the following definitions for the spin

states 1, 2, and 3:

E1 = E0 + J23SD.SA + J12SA.SR

E2 = E0 + J23SD.SA − J12SA.SR

E3 = E0 − J23SD.SA + J12SA.SR
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JAR 0.00109 8.77881
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Figure 3.9: a) Spin configurations corresponding to the b) Heisenberg Hamiltonian energies

needed to calculate c) Magnetic-Exchange coupling constants of the donor-acceptor (JDA)

and acceptor-radical (JAR) electron spin pairs.

The exchange parameters indicate higher exchange interaction between the acceptor

and the radical compared to that between donor and acceptor. The center to center diance

between the donot and acceptor is twice larger compared to that between the acceptor and

the radical, which is reflected in the difference between the two J parameters.

The time evolution of such systems are generally modeled using the magnetic Hamiltonian

which is expressed in spin basis. In such models the spatial part of the wavefunction is

integrated out. In this work we develop a model where both spatial and spin part will be

taken into account. The parameters calculated with DFT is utilized to develop the model

Hamiltonian. This model is described in the next chapter.
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Chapter 4

Simple Model Hamiltonian

The spin state teleportation process includes the following steps: a) photoexcitation of the

acceptor b) electron transfer from the donor to the acceptor or hole transfer from acceptor

to the donor c) electron transfer from the acceptor to the radical. A simulation of the

dynamics requires at least N=10 orbitals that are most relevant for the process. These are

the donor HOMO, donor LUMO, acceptor HOMO, acceptor LUMO, radical HOMO, and

radical LUMO. Considering that both spins are relevant here, the total number of spin

orbitals is N=10. To simplify this work, we consider only one spin in the radical center for

each orbital, reducing the total number of spin orbitals to N=6. The radical HOMO and

LUMO have same space extent as can be seen from the orbital density. The motivation for

this Hamiltonian is to reduce the N-electron Hamiltonian to a 3-electron Hamiltonian. The

electronic orbitals will depend both on space and spin. These orbitals will be expressed

in the basis of the above mentioned orbitals in a simplified form. We assume that each

of the orbitals are centered either on the donor, acceptor, or on the radical. We express

the orbitals as linear combination of Gaussian centered on these locations. These locations

are determined from the centroids of the actual molecular orbitals and are called Ci in the

discussion below.

We write the Hamiltonian model as follows,

Ĥmodel = −
N∑
i

∇2
i

2mi

−
N∑
i

Vie
−βi(r−Ci)

2

= Tmodel + Vmodel. (4.1)

The first term is the kinetic energy with a mass mi for each of the N=6 states. In contrast,

the second term describes the system’s potential energy using a simplified screened coulomb
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potential centered at Ci with constant potential Vi representing the strength of interaction

at long distances and screening length βi. This parameter characterizes how quickly the

screening effect decays with distance. In this case, we have an occupied and unoccupied

state at each center, meaning that Ci is the same in every two states. Now that we have

our Hamiltonian model, we also need to model the molecular orbitals representing the

quantum states of our molecule, i.e., construct a basis set. In this case, we use Cartesian

Gaussian-type orbitals (GTO) expressed as follows in radial-angular decomposition,

Ψmodel
i =

N∑
nxnynz

ψnxnynzPnxnynze
−αi(r−Ci)

2

, (4.2)

where,

P i
nxnynz

= (x− Cix)
nx(y − Ciy)

ny(z − Ciz)
nz . (4.3)

We use a single bare Gaussian centered at Ci with width parameter αi for the radial part and

homogeneous polynomials P i
nxnynz

in Cartesian coordinates centered atCi for the angular

part, these polynomials are categorized by their angular momentum quantum number L =

nx+ny+nz. In essence, we have an orbital defined by a linear combination of homogeneous

polynomials depending on L with coefficients ψnxnynz characterized by a single Gaussian.

Having defined the model Hamiltonian and orbitals, it is time to fit them into the

molecular system employed in the previous chapter. Thus, we will examine the multipole

moments, the kinetic and potential energy of the orbitals of interest from the simulations

using the NRLMOL code. First, we are interested in the highest occupied molecular orbitals

(HOMO) and lowest unoccupied molecular orbitals (LUMO) of the donor, acceptor and

radical components of the complex molecule where all the interesting properties appear, as

mentioned in the previous chapter. Then, we obtain the multipole moments in Cartesian

coordinates of each orbital as shown in the first half of Table 4.1, where we will use the

centroids (⟨x⟩ ⟨y⟩ ⟨z⟩) as the three centers of our model; HOMO and LUMO of the donor

at one center, and the same for the acceptor and radical orbitals. Hence, The second half of

Table 4.1 shows the centered moments used as data for the fitting procedure. In a similar
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manner, we also need the kinetic and potential energy of these oribtals, where the potential

energy is the difference between the kinetic and total energy as shown in Table 4.2.

Table 4.1: DAR molecule multipole moments (a0)
n for optimization process.

Moments
C1:Donor C2:Acceptor C3:Radical

HOMO LUMO HOMO LUMO HOMO LUMO

⟨x⟩ 24.16 19.94 2.75 -0.60 -18.07 -16.08

⟨y⟩ 1.43 0.40 -1.76 -3.27 1.22 0.89

⟨z⟩ -2.25 -1.03 2.93 2.56 -0.61 -0.14

⟨x2⟩ 587.11 432.92 28.63 16.04 336.49 277.07

⟨y2⟩ 6.95 4.44 10.48 23.52 26.23 16.75

⟨z2⟩ 17.74 7.80 11.03 8.98 9.08 7.25

⟨xy⟩ 35.82 14.36 -5.62 2.61 -20.03 -16.03

⟨xz⟩ -52.77 -28.03 8.96 0.304 13.35 5.55

⟨yz⟩ 2.23 -1.65 -4.88 -7.65 7.19 4.19

CENTERED MOMENTS

⟨x− ⟨x⟩⟩µ100 0 0 0 0 0 0

⟨y − ⟨y⟩⟩µ010 0 0 0 0 0 0

⟨z − ⟨z⟩⟩µ001 0 0 0 0 0 0

⟨x− ⟨x⟩⟩2 µ200 3.42 35.32 21.05 15.68 9.82 18.5

⟨y − ⟨y⟩⟩2 µ020 4.91 4.28 7.39 12.83 24.75 15.96

⟨z − ⟨z⟩⟩2 µ002 12.70 6.74 2.45 2.43 8.71 7.23

⟨(x− ⟨x⟩)(y − ⟨y⟩)⟩µ110 1.28 6.38 -0.77 0.65 1.94 -1.72

⟨(x− ⟨x⟩)(z − ⟨z⟩)⟩µ101 1.51 -7.49 0.89 1.84 2.31 3.30

⟨(y − ⟨y⟩)(z − ⟨z⟩)⟩µ011 5.44 -1.24 0.27 0.72 7.93 4.32
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Table 4.2: DAR molecule Kinetic and Total Energy for optimization process.

Center
Kinetic Energy (Ha) Total Energy (Ha)

HOMO LUMO HOMO LUMO

Donor 2.09 1.70 -0.16 -0.06

Acceptor 1.61 1.77 -0.19 -0.12

Radical 1.39 1.55 -0.17 -0.15

Before calculating the expected value of the multipole moments, we need to determine

whether the orbitals are s (L=0), p (L=1), d (L=2), or of higher angular momentum

by looking at the density of states (DOS) of each center and inspecting the highest L

contributions of the corresponding HOMO and LUMO as shown in fig 4.1. In that matter,

center 1 HOMO is a combination of type-d (L=2), type-g (L=4) and type-I (L=6) orbital

and LUMO is a combination of type-f (L=3) and type-h (L=5) orbital; center 2 HOMO is

a combination of type-f (L=3) and type-h (L=5) orbital and LUMO is a combination of

type-p (L=1) and type-f (L=3) orbital; center 3 HOMO is a combination of type-d (L=2),

type-f (L=3) and type-g (L=4) orbital and LUMO is a combination of type-f (L=3), type-h

(L=5) and type-d (L=2) orbital.

We decided to use GTOs for various reasons: Gaussian functions have mathematical

properties that allow analytically evaluating many integrals. This feature simplifies the

computation of the molecular moments, the kinetic and potential energy. GTOs also

maintain their mathematical properties when combined and transformed, ensuring that

their linear combinations remain Gaussian-type functions, simplifying more calculations of

molecular properties. Moreover, their adjustable width α allows them to be concentrated

near the nucleus, making it suitable for calculations the more localized the state is. Putting

these properties to work, we devised mathematical recipes for the multipole moments, the

kinetic and potential energy in equations (4.4), (A.3), and (A.1), respectively. These

expectation values are defined by the model Hamiltonian measured on model orbitals
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(c) C3:Radical HOMO -4.63 eV

and LUMO -4.08 eV.

Figure 4.1: Pictured above are the electronic density of states (DOS) corresponding to

the three centers selected for the model Hamiltonian. For each spin, the total DOS and

angular momentum contributions from L = 1 to L = 5 are presented. The two vertical

dotted lines represent the energy of the highest occupied and lowest unoccupied molecular

orbitals (HOMO’s and LUMO’s) for each spin. Units are arbitrary, but the same scale has

been used for all DOS plots.
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mentioned at the start of the chapter. It is also important to mention the calculation

of the overlap integral between the same state in equation (A.2), as it will serve as the

normalization constant of each observable computed. The multipole moments have the

following expression,〈
Ψmodel
i

∣∣P i
mjk

∣∣Ψmodel
i

〉
=

∫
d3rΨ ∗model

i (x− Cix)
m(y − Ciy)

j(z − Ciz)
kΨmodel

i

=
N∑

nxnynz

N∑
pxpypz

ψnxnynzψpxpypz{
∫
dxe−2αx2

xm+nx+px (4.4)

×
∫
dye−2αy2yj+ny+py

∫
dze−2αz2zk+nz+pz}

=
N∑

nxnynz

N∑
pxpypz

ψnxnynzψpxpypz{
(
(−1)j+ny+py + 1

) (
(−1)k+nz+pz + 1

)
×

(
(−1)m+nx+px + 1

)
Γ

(
1

2
(j + ny + py + 1)

)
× Γ

(
1

2
(k + nz + pz + 1)

)
Γ

(
1

2
(m+ nx + px + 1)

)
× 2

1
2
(−j−ny−py−3)+ 1

2
(−k−nz−pz−3)+ 1

2
(−m−nx−px−3)

× α
1
2
(−j−ny−py−1)+ 1

2
(−k−nz−pz−1)+ 1

2
(−m−nx−px−1)}

where the type of moment depends on L = m + j + k, which we differentiate the orbital

model polynomials with L = nx + ny + nz and L = px + py + pzto include the double

sum over N = (L + 1)(L + 2)/2 polynomials. To compute the integral, we changed to a

Cartesian coordinates system, neglected the center for integrals between the same state,

and left with three integrals that we can compute using tables of integrals. Then, the final

result for the multipole moment is a double sum over the left state with coefficients ψnxnynz

and right side with coefficients ψpxpypz , a product of a condition that takes integral to zero

for L odd, Gamma function, and constant values 2α that come from the arguments of the

Gaussian with additional products corresponding to each Cartesian coordinate. We have a

similar expression for the normalization constant kinetic and potential energy, but without

the moment indices m,j,k. in particular, the potential energy has an additional β value in

the evaluation of the Gaussian, and the kinetic energy has an additional expression that
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breaks up the result into three parts due to the evaluation of the Laplacian ∇2. We can

see the similarities with the equations expressed in AppendixA.

The performance of the model depends on the input values (parameters) given to the

orbital coefficients ψnxnynz , Gaussian width α, potential parameters V and β, and the mass

m coming from the kinetic energy. Therefore, we need an objective function to quantify

the discrepancy between the model’s predictions and the target values,

χ2
i = (

⟨P i
200⟩〈

Ψmodel
i | Ψmodel

i

〉 − µi
200)

2 + (
⟨P i

110⟩〈
Ψmodel
i | Ψmodel

i

〉 − µi
110)

2

+ (
⟨P i

020⟩〈
Ψmodel
i | Ψmodel

i

〉 − µi
020)

2 + (
⟨P i

101⟩〈
Ψmodel
i | Ψmodel

i

〉 − µi
101)

2

+ (
⟨P i

011⟩〈
Ψmodel
i | Ψmodel

i

〉 − µi
011)

2 + (
⟨P i

002⟩〈
Ψmodel
i | Ψmodel

i

〉 − µi
002)

2

+ (
⟨T i

model⟩〈
Ψmodel
i | Ψmodel

i

〉 −KEi)
2 + (

⟨V i
model⟩〈

Ψmodel
i | Ψmodel

i

〉 − PEi)
2 (4.5)

that we defined as a sum of squares of the difference between the normalized computed

integrals and the observed values in the NRLMOL code of the ith orbital, which are the six

moments from L=2, and the kinetic and potential energy. Consequently, we find the model

parameters that optimize the objective function (minimize or maximize) to obtain the best

results. Our objective function is nonlinear and has many parameters, so we started the

optimization process using the conjugate-gradient and Newton’s method, but the resulting

parameters fall outside the region of interest to the extent of obtaining complex values.

Then, we had to add constraints to some parameters and resort to Mathematica’s numerical

algorithm for nonlinear constrained local optimization, the Interior Point Algorithm. This

algorithm adds a barrier function defined by the Karush-Kuhn-Tucker (KKT) conditions to

the objective function to include an inequality constraint, resulting in a nonlinear system

that we can solve using Newton’s method. It is called the interior point method, as it

only searches for points in the interior of the feasible region. However, there are still too

many parameters to handle, resulting in values that do not perform well with the model.

For this reason, we designed an optimization scheme based on fixing parameters. The

first optimization step requires fixing all parameters but the orbital coefficients ψnxnynz
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and sets all initial values to one. The second step only varies the Gaussian width α, sets

the optimized ψnxnynz from the step before as initial values (the other ones are one), and

constraints α ≥ 0. The third step varies the potential parameters β and V , sets the

optimized ψnxnynz and α from previous steps as initial values (the other ones are one),

and constraints β, V ≥ 0. The last step only varies the mass, sets the previous optimized

ψnxnynz , α, β and V as initial values, and constraints V ≥ 0. Finally, we repeat this process

a certain amount of times depending on the objective function. All optimization steps are

shown with red, green, cyan, and magenta dots in the optimization path plots for each

orbital in Figure 4.2.

Before examining the optimized model’s accuracy, mentioning the treatment applied

to the dataset is essential. In this case, we applied a root transformation to each data

point in the dataset. This transformation can reduce the sensitivity of the data to changes

in the parameters, which appears considerably in our objective function due to the high

interaction between parameters. By transforming the data, the impact of small changes

in the parameters is dampened, providing a more stable and predictable optimization

process, which in return leads to faster and more reliable convergence. Then, we applied

the optimization process mentioned before for root values between 2-6 in increments of

0.1 to find the optimal root (smallest minimum for the objective function) in each model

orbital, as shown in Figure 4.3. The optimal root for center 1 HOMO/LUMO are 1 and

1.3, center 2 HOMO/LUMO are 1.9 and 1.5, and center 3 HOMO/LUMO are 1.3 and 1.3.

To demonstrate the accuracy of the model, we calculated the six multipole, kinetic and

potential energy with the parameters obtained using the optimization process described

above. All parameters are reported with two decimals of precision in Appendix B. Figure

4.4 summarizes the accuracy of the model characterized by the percent error between the

observable calculated with the model and the one calculated in NRLMOL. All the errors

are below 0.1%, indicating a good model performance.
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Figure 4.2: Optimization path corresponding to fitted a) center 1 HOMO and b) LUMO,

c) center 2 HOMO and d) LUMO, and e) center 3 HOMO and f) LUMO. The red dots

correspond to optimization varying wavefunction coefficients; green dots correspond to

optimization varying the Gaussian width α; cyan dots correspond to optimization varying

the potential parameters β and V; and magenta dots correspond to optimization varying

the mass of the system.
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Figure 4.3: Plots showing the search (between 1 and 6 in steps of 0.1 ) of optimal value

for root transformation of original data corresponding to fitted a) center 1 HOMO and b)

LUMO, c) center 2 HOMO and d) LUMO, and e) center 3 HOMO and f) LUMO. Zooming

in to the smallest error function, one can identify the optimal root value as shown in the

smaller plots.
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Figure 4.4: Bar charts of Percent errors between original (root) data set and values

corresponding to fitted a) center 1 HOMO and b) LUMO, c) center 2 HOMO and d)

LUMO, and e) center 3 HOMO and f) LUMO. Some observables are missing since their

error is small compared to others.
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Chapter 5

Conclusions

We have presented a DFT analysis of the ground state and excited state properties of the

complex molecule employed for experimental quantum teleportation. In summary, solvent

polarity plays an essential role in ordering the orbitals; Charge transfer energies change

with solvent polarity, but we find that due to the ionic nature of the complex system, even

low polarity solvents make a significant change in energies. Moreover, local excitations

energies improve with the tuning of LRC-ωPBEh in TDDFT. Otherwise, energies are

similar to perturbative ∆SCF. Regarding the computational methods, perturbative ∆SCF

is as accurate as TDDFT with tuned LRC-ωPBEh for charge transfer energies. However,

perturbative ∆SCF allows more straightforward spin-flip excited state calculations. Regarding

the Simple Hamiltonian Model, we designed an orbital optimization scheme that predicts

the multipole moments, the kinetic and potential energy of the complex molecular orbitals

within a percent error of 0.1%.

5.1 Future Work

In future the model Hamiltonian will be employed to study the dynamical properties o the

system using a procedure similar to electron dynamics. This model captures the essence

of the electronic orbitals while reducing the complexities of the large molecule. The next

steps will be to use these orbitals as the basis function to determine the orbitals for the

3-electron systems. This will allow us to determine the transition times. This step however

still requires using an integration mesh for numerical integrations. In future we will use

the parameters derived from the DFT calculations to determine more properties, such as
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transition probabilities or the effect of external stimuli (electric or magnetic field).
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Appendix A

Analytical Integrals
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Appendix B

Optimized Parameters

Table B.1: Optimized Parameters

Parameter
C1:Donor C2:Acceptor C3:Radical

HOMO LUMO HOMO LUMO HOMO LUMO

α 0.19 0.14 0.38 0.18 0.12 0.15

β 0.63 0.44 1.75 1.68 0.62 0.57

V 68497.48 22709.46 42877.84 92676.84 38217.78 58878.95

m 0.27 0.22 0.54 0.29 0.18 0.25

µ100 -1.64

µ010 -1.03

µ001 -0.66

µ200 20.37 -14.66 -2.66

µ110 3.85 -6.13 -6.50

µ020 20.54 -32.56 -2.66

µ101 4.38 -22.41 -6.34

µ011 2.68 -46.05 -6.29

µ002 16.83 -0.56 -2.65
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Table B.1 Continued: Optimized Parameters.

Parameter
C1:Donor C2:Acceptor C3:Radical

HOMO LUMO HOMO LUMO HOMO LUMO

µ300 -686.57 -12.70 2.62 0 -2.37

µ210 -135.64 14.09 -1.14 0 1.16

µ120 -176.23 -12.37 2.31 0 -5.49

µ030 -150.33 -1.093 2.57 0 -1.96

µ201 207.60 -5.81 2.56 0 -8.89

µ111 -19.28 0.46 0.39 0 -1.49

µ021 76.04 -11.58 2.00 0 1.00

µ102 -132.40 1.81 0.32 0 -5.33

µ012 -68.34 -4.10 0.05 0 -4.80

µ003 194.31 -3.44 -0.11 0 -1.11

59



Table B.1 Continued: Optimized Parameters.

Parameter
C1:Donor C2:Acceptor C3:Radical

HOMO LUMO HOMO LUMO HOMO LUMO

µ400 2.55 4.51

µ310 -10.49 1.58

µ220 -2.58 14.40

µ130 -2.53 1.03

µ040 10.47 9.85

µ301 -5.52 7.87

µ211 -7.14 15.44

µ121 -1.40 7.83

µ031 -14.46 16.42

µ202 -1.35 4.28

µ112 -2.62 5.32

µ022 -13.63 10.73

µ103 -5.24 5.59

µ013 -38.09 11.45

µ004 -65.58 -0.33
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Table B.1 Continued: Optimized Parameters.

Parameter
C1:Donor C2:Acceptor C3:Radical

HOMO LUMO HOMO LUMO HOMO LUMO

µ500 210.02 5.35 6.05

µ410 452.95 -3.05 -7.37

µ320 133.91 12.36 3.98

µ230 32.36 -7.77 4.29

µ140 -81.55 9.47 -2.48

µ050 21.56 0.11 4.42

µ401 -296.75 3.04 1.10

µ311 -296.14 4.14 -4.10

µ221 15.57 5.49 -1.41

µ131 -116.69 5.93 -6.52

µ041 57.40 3.53 1.08

µ302 221.71 6.62 6.44

µ212 52.42 -0.99 3.58

µ122 14.22 6.50 2.73

µ032 -3.40 3.10 1.34

µ203 -133.53 3.60 1.78

µ113 -134.93 2.44 2.97

µ023 21.64 5.04 3.51

µ104 149.97 2.48 1.06

µ014 -6.39 1.73 2.38

µ005 -51.39 1.12 7.67
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Table B.1 Continued: Optimized Parameters.

Parameter
C1:Donor C2:Acceptor C3:Radical

HOMO LUMO HOMO LUMO HOMO LUMO

µ600 -2.77

µ510 -7.52

µ420 6.99

µ330 1.12

µ240 -13.81

µ150 -0.02

µ060 0.10

µ501 3.93

µ411 1.99

µ321 9.54

µ231 4.15

µ141 1.13

µ051 2.13
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Table B.1 Continued: Optimized Parameters.

Parameter
C1:Donor C2:Acceptor C3:Radical

HOMO LUMO HOMO LUMO HOMO LUMO

µ402 1.36

µ312 3.087

µ222 5.64

µ132 13.16

µ042 -15.3

µ303 0.26

µ213 -4.83

µ123 17.57

µ033 5.20

µ204 5.53

µ114 8.13

µ024 50.02

µ105 3.20

µ015 16.91

µ006 5.15
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