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INTRODUCTION 

Citizen science has been gaining in popularity since the later part of the 20th century, where 

laymen can contribute to the advancement of science by collaborating with researchers in various 

fields in science (Ifenthaler & Seel, 2013). Most are familiar with amateur astronomy (Edgett & 

Christensen, 1996; Graham et al., 2011) and ornithology (Benedetti et al., 2018) which have been 

popular for decades and have yielded important contributions in research. The explosion in 

Citizen science in recent times has contributed vast amounts of data that otherwise would not 

have been possible through traditional means (Auerbach et al., 2019; Fritz et al., 2019; 

Henderson et al., 2006). This is an overall success for both types of scientists: formal scientists 

who gain access to increasing amounts of data for their research, and Citizen scientists who 

benefit from learning how science works and relates to their daily lives. Making science more 

relatable for Citizen scientists furthers their curiosity of science and promotes the application of 

science within the Citizen (Ault et al., 2006; Jollymore et al., 2017). 

 

Another good example is the Global Learning and Observations to Benefit the Environment 

(GLOBE) Program run by the National Center for Atmospheric Research (NCAR), University 

Corporation of Atmospheric Research (UCAR), the National Science Foundation (NSF) and the 

National Aeronautics and Space Agency (NASA). Its vision and mission is to build a global team 

to improve Earth’s environment and promote academic advancement in environmental 

stewardship, literacy and discovery respectively. Beginning in the mid 1990’s, GLOBE engaged 

with K-12 students conducting laboratory activities, known as protocols, in four principal 

themes: atmosphere, pedosphere, hydrosphere and biosphere. Results from these protocols were 

sent to GLOBE for scientists working in those areas to utilize the data for their respective 
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investigations. The program grew in scope, and now data collection is open to a global audience 

of all ages using the GLOBE Observer app for smart devices. Data collected in a wider range of 

topics, such as cloud formation and mosquito habitats, offers scientists a greater volume and 

variety of data that can be utilized. 

 

However, Citizen science data collection has had some drawbacks. Most common of these is 

lower data quality, where errors are introduced by the Citizen science participant. Examples 

include miscategorizing fauna which leads to an inaccurate count of species abundance in a 

particular region of study (Mitchell et al., 2017), or miscategorizing cloud formations due to the 

lack of formal training and practical field experience (Amos, Helen, personal communication, 

April 23, 2020). Problems lie with the lack of knowledge and expertise of the Citizen scientist, 

affecting their productivity in data collection. This has led scientists to question the reliability of 

these data and proceed cautiously when incorporating these data in their research (Mitchell et al 

2017; Fritz et al, 2017; Vann-Sander et al, 2016; Jollymore et al, 2017; Amos et al, 2020). Data 

quality has been improved by designing Citizen science projects such that statistical analysis can 

be conducted to identify reliable data (Stylinski et al., 2020). During the 2017 solar eclipse it was 

necessary to collect temperature variation data from more than 20,000 GLOBE Observer 

participants yielding statistically significant results when corroborated with Mesonet data  

(Dodson et al., 2019). Cloud data taken between 2016 and 2019 show only 68% of cloud 

observations recorded cloud classifications (Amos et al., 2020). Further analysis of specifically 

dust emission data between January and April 2020 show a 74% of uncorroborated detection 

with satellite data of dust emissions globally (Amos et al., 2020; Dodson et al., 2019). 

Furthermore, the report from Amos et al. (2020) describes a comprehensive review of overall 
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data collected across NASA’s GLOBE Observer protocols (i.e. clouds, mosquito habitat, land 

cover and trees), indicating other data quality issues such as logistical errors. Knowledge and 

experience deficiencies need to be addressed to increase data integrity and enable Citizen 

scientists to engage effectively in science projects in their Citizen. 

 

Most Citizen science projects provide some kind of online training for participants (Aye et al., 

2019; MacDonald et al., 2018; Stylinski et al., 2020). For example, Archer et al. (2018) provided 

basic training in auditory analysis for Citizen scientists to study ultra-low frequency (ULF) 

waves when studying geomagnetic storms, and Aye et al. (2019) offered online training for 

Citizen scientists to practice identifying sites on the Martian surface for CO2 fan deposits using 

data from HiRISE. The results show that the fan spread had a standard deviation of 5º ± 3º, 

which provided accurate enough results for other planetary scientists to use (Aye et al, 2019). 

 

Interventions to improving data quality have been introduced, such as problem based learning 

(PBL), though with limited success (Mitchell, 2017). However, one approach appears may prove 

more effective. A learning theory known as model-based reasoning (MBR) has been developed 

and applied over the past two decades to facilitate complex reasoning tasks (Ifenthaler & Seel, 

2013; Nersessian, 2009) . MBR is based on the notion that creation of external representations 

(diagrams, charts, or other visuals that provide a simplified model of the problem) invokes 

revision of internal mental models through time, leading to more accurate mental models. MBR 

has been demonstrated to be a key mechanism by which scientists reason about complex 

information (Ifenthaler & Seel, 2013; Jones et al., 2011). The hypothesis of this project is that 

training Citizen scientists using MBR will improve their understanding of physical processes 
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which in turn will improve data quality.  This hypothesis will be tested in an existing Citizen 

college service learning program that requires students to conduct Citizen science.   

 

This dissertation will address the questions: In what ways can MBR theory be applied to design 

training that will improve the capacity of Citizen scientists to collect and analyze high quality 

scientific data? To what degree does this training impact their ability to formulate complex 

understandings of environmental problems in their Citizen? The project will be comprised of 

three research objectives focused in three sections, carried out with NASA’s GLOBE Observer 

Citizen Science Program: 

1 Section 1: An analysis of existing GLOBE data will be conducted, identifying where 

errors in data collection originate. At least three principal errors will be selected from this 

analysis; 

2 Section 2: An online training regimen for participants will be developed that targets the 

selected errors; one based in traditional training techniques, the other rooted in MBR 

theory. The training will be implemented in an existing El Paso Citizen College (EPCC) 

service-learning course. Participants will be evaluated prior and after training to measure 

changes in knowledge, skills, and data quality compared with traditional training 

mechanisms;   

3 Section 3: The training will then be evaluated and determine additional action to further 

develop the application of MBR to improve data quality. 

 

The expected outcome is for those participants trained to record cloud and dust event data 

using MBR to show increased data collection accuracy and more complex formulations of 
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scientific problem-solving experience in environmental processes. This will improve our 

understanding of how to more effectively train Citizen scientists. This knowledge can be applied 

in other Citizen science contexts.  
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ERROR ANALYSIS 

INTRODUCTION 

Citizen science has been gaining in popularity since the later part of the 20th century, where 

laymen can contribute to the advancement of science by collaborating with researchers in various 

fields in science (Barrutia et al., 2021; Callaghan et al., 2021; de Sherbinin et al., 2021; Ifenthaler 

& Seel, 2013; Pernat et al., 2021). Most are familiar with amateur astronomy (Edgett & 

Christensen, 1996; Graham et al., 2011) and ornithology (Benedetti et al., 2018) which have 

been popular for decades and have yielded important contributions in research. The explosion in 

citizen science in recent times has contributed vast amounts of data that otherwise would not 

have been possible through traditional data collection methods (Auerbach et al., 2019; Avard & 

Clark, 2001; Callaghan et al., 2019; Follett et al., 2019; Henderson et al., 2006; Pernat et al., 

2021)  . This is a win-win for both types of scientists: formal scientists who gain access to 

increasing amounts of data for their research, and citizen scientists who benefit from learning 

how science works and relates to their daily lives. Making science more relatable for citizen 

scientists furthers their curiosity of science and promotes the application of science within the 

community (Ault et al., 2006; Barrutia et al., 2021; Callaghan et al., 2019; de Sherbinin et al., 

2021; Jollymore et al., 2017; Koffler et al., 2021). These types of investigations offer easily 

attainable objectives, such as classification of physical characteristics, that allow citizen 

scientists to thrive in these collaborations.  

 

Specific large-scale successful citizen science programs in the USA that have helped scientists 

with their research include Ebirds, which  has brought synergy between citizen science 

participants and researchers in ornithology, yielding data in avian biodiversity (Sullivan et al., 

2014); and the Community Collaborative Rain, Hail and Snow Network (CoCoRAHS), which 

has citizen science participants recording different types of precipitation data for the research and 

operational community (Reges et al., 2016). One of the nation’s largest citizen science networks, 

CoCoRAHS has collected over 31 million daily reports from over 37,000 participants in a span 

of 17 years (Reges et al., 2016). Impacts from these types of programs have greatly improved 

science and science awareness of the general public (Tierney et al., 2020).  
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Another example is the Global Learning and Observations to Benefit the Environment (GLOBE) 

Program run by the National Center for Atmospheric Research (NCAR), University Corporation 

of Atmospheric Research (UCAR), the National Science Foundation (NSF) and the National 

Aeronautics and Space Agency (NASA). Its vision and mission are to build a global team to 

improve Earth’s environment and promote academic advancement in environmental stewardship, 

literacy and discovery (Amos et al., 2020; Enterkine et al., n.d.; Kohl et al., 2020; Robles et al., 

2020; Smolleck et al., 2006). Beginning in the mid 1990’s, GLOBE engaged with K-12 students 

conducting laboratory activities, known as protocols, in four principal themes: atmosphere, 

pedosphere, hydrosphere and biosphere. Results from these protocols were sent to GLOBE for 

scientists working in those areas to utilize the data for their respective investigations. The 

program grew in scope, and now data collection is open to a global audience of all ages using the 

GLOBE Observer app for smart devices. Data collected in a wider range of topics, such as cloud 

formation and mosquito habitats, offers scientists a greater volume and variety of data that can be 

utilized.  

 

However, citizen science data collection has had some drawbacks. Most common of these is 

lower data quality, where errors are introduced by the citizen science participant. For most of 

these investigations, participants were often prompted to classify and identify certain physical 

characteristics, such as types of fauna (Mitchell et al., 2017). Issues arose when participants 

attempted to accurately complete these tasks. Problems lie with the lack of knowledge and skill 

of the citizen scientist, affecting their productivity in data collection. For example, errors in 

classifying dust storms are an issue with citizen scientists as well as some professional weather 

professionals (Ardon-Dryer et al., 2022). Mitchell et al. (2017) reported that misclassified fauna 

led to an inaccurate count of species abundance in a particular region of study. Similarly, 

scientists attempting to use data collected by citizen scientists using the GLOBE Observer 

protocol Mosquito Habitat have encountered errors in identification or classification of mosquito 

larvae (Low et al., 2021).   They modified data acquisition techniques to minimize classification 

errors. One of the solutions was to eliminate the actual larvae classification and focus on data 

that was less prone to user error, improving data quality and reliability overall (Cuzzolino et al., 

2019; Low et al., 2021; Lukyanenko et al., 2019). Data quality has also been improved by 

designing citizen science projects such that statistical analysis can be conducted to identify 



8 

reliable data (Stylinski et al., 2020). This works with certain types of experiments, but not all. 

During the 2017 solar eclipse it was necessary to collect temperature variation data from more 

than 20,000 GLOBE Observer participants in order to yield statistically significant results 

(Dodson et al., 2019). Analysis of GLOBE dust emission data between January and April 2020 

show 74% of uncorroborated detection of dust emissions globally with satellite data (Amos et al., 

2020; Dodson et al., 2019). GLOBE cloud data taken between 2016 and 2019 show only 68% of 

cloud observations recorded cloud classifications (Amos et al., 2020). The GLOBE Observer 

Clouds protocol faces similar identification and classification issues (Amos, Helen, personal 

communication, April 23, 2020; Colon-Robles et al., 2019). Incomplete data sets, 

misclassification of clouds and misidentification of obscured skies as overcast ones were some of 

the issues with data submitted to GLOBE.  Furthermore, the report from Amos et al. (2020) 

describes a comprehensive review of overall data collected across NASA’s GLOBE Observer 

protocols (i.e. clouds, mosquito habitat, land cover and trees), indicating other data quality issues 

such as logistical errors. This has led scientists to question the reliability of these data and 

proceed with caution when incorporating these data in their research (Aceves-Bueno et al., 2017; 

Amos et al., 2020; Fritz et al., 2017; Jollymore et al., 2017; Lukyanenko et al., 2019; Vann-

Sander et al., 2016). 

 

These examples point to a large problem with citizen science data quality.  It is critical to 

obtain more accurate data to increase reliability and confidence in using the data, which depends 

on more effective training of citizen scientists. Knowledge and experience deficiencies need to 

be addressed to increase data integrity and enable citizen scientists to engage effectively in 

science projects in their community, while also maintaining interest in conducting investigations 

without cumbersome effort in learning a new skill set. Data collection training needs to be 

embedded within sufficient theoretical training on the phenomena of interest to enable critical 

thinking during data collection (Callaghan et al., 2021; de Sherbinin et al., 2021) and foster 

further curiosity in collaborating with scientists. Yet without a better understanding of why these 

errors are made it is not possible to design theoretical training that targets the source of the 

errors. There has not been a comprehensive analysis of sources of errors to enable effective 

training design. This article reports on a comprehensive investigation of errors in the GLOBE 

Observer Cloud dataset as a precursor to developing and testing new training approaches. 
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METHODOLOGY 
 

Datasets selected in this study were taken from the NASA GLOBE observer website for the year 

2020. Five hundred datasets were randomly selected and downloaded through a script. Datasets 

included information about the user, site (latitude, longitude, and elevation), and date along with 

observations made by the user following the GLOBE Observer Cloud Protocol: 1) sky 

obscurations (fog, heavy rain or snow, sand, spray, smoke, dust, haze or volcanic ash); 2) 

categorization of any clouds into one of four altitudinal categories and classification of the cloud 

type within each altitudinal category –– very high-level airplane contrails, high-level (cirrus, 

cirrocumulus, or cirrostratus), mid-level (altostratus or altocumulus), or low-level (fog, 

nimbostratus, cumulonimbus, stratus, cumulus, or stratocumulus); 3) atmospheric conditions 

such as an estimate of percent cloud cover and visual opacity (opaque, translucent, or 

transparent); and 4) surface conditions, including identification of snow/ice, standing water, 

muddy, dry ground, leaves on trees, and raining/snowing. Multiple cloud types at the same or 

different levels can be indicated by the participant. Participants take up to six photos (i.e. north, 

south, east, west, zenith and nadir photos). Only datasets with a complete set of photos were 

selected for this investigation so that the entire field of view of the user was captured.  

 

Each set of six photos was analyzed by the investigator, categorized according to the four 

altitudinal categories established by GLOBE Observer and the observed cloud types classified. 

Each observation was analyzed to compare user classifications with those of the investigator. 

Grounded theory was used to develop a list of errors and possible explanations of their source 

(Table 1) (Charmaz & Thornberg, 2021; Chun Tie et al., 2019; Levitt, 2021). Grounded theory is 

a systematic method for generating a coding scheme from the data as it is being analyzed rather 

than developing a coding scheme in advance. The first column of Table 1 shows the 

classification correctness type. Users either completely misclassified cloud types (code 0), 

completely correctly classified cloud types (code 1), partially correctly classified cloud types in 

multicloud assemblages (code 2), or the correct cloud types were unable to be verified by the 

investigator (unknown - code 3).  Those with code 2.1 identified fewer cloud types than were 

present in the data (under counted), although those identified were correct. Those with code 2.2 

identified more cloud types than were present in the data (over counted), although some of the 

clouds were correctly classified. Code 3 represented insufficient data in the photos to corroborate 
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the cloud classification. This code was primarily used if there were physical obstructions 

blocking the view, sky obscurations made classification from photos difficult, or photos were 

blurry. The second column in Table 1 represents contextual nuances in the data that may have 

impacted misclassifications. A Contextual code of 1 indicated any type of misclassification error 

(Correctness Types 0, 2, or 3). Mixed cloud types with similar characteristics, such as cumulus-

type clouds from the mid-level combined with low-level clouds, would be a key indicator of 

“Dismissed data” (code 2). Over generalized classification (code 3), where users possibly 

“second guessed” their judgment on cloud types, is indicated when a cloud type is generalized 

(i.e., cumulus cloud instead of stratocumulus). The third column in Table 1 (Comments) 

represents a free text description of observed classification errors, adding additional nuance 

beyond Contextual Type codes.  For example, high-level clouds being mistaken for low-level 

clouds would indicate users have limited understanding of the cloud conditions to make a correct 

assessment. Improper data collections, such as blurry photos, would be labeled in this third 

column.  

 

Correctness and Contextual Type codes were then compiled across all observations and results 

plotted. Comments were further analyzed using an iterative inductive approach to identify 

common patterns in errors.  

 

Table 1: Rubric used to analyze and characterize data errors. Grounded theory was used to 
develop the rubric. 

Correctness Types Contextual Types Comments 

0 Incorrect classification 
1 Correct classification 
2 Partially correct 

classification 
2.1 Undercounted  
2.2 Overcounted  

3 Indeterminate 

1. Misclassification of cloud types  
2. Dismissed data: Possible lack of 
user confidence in classification 
3. Over generalized classification 

General commentary on 
classification process, 
notable conditions of the 
data, spot any difficulties 
in classification of cloud 
types. 

 

RESULTS 

Of the 500 samples analyzed, 150 (34%) were correctly classified, 180 (36%) were misclassified, 

125 (25%) were partially correctly classified, and 45 (9%) were indeterminate (Figure 1). Those 
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partially correctly classified included 65 (13%) that were undercounted and 60 (12%) that were 

overcounted.   

 

Samples were subdivided and analyzed for each of the four altitudinal categories (contrails, high-

, mid-, and low-level clouds). Results show varying degrees of misclassification and unknown 

classifications across these groups (Figure 2), with contrails showing the lowest number of 

correct classifications (20%), low-level clouds the most correctly classified (60%, and high- and 

mid-level clouds having similar indeterminate levels of correct classification (38% and 37%, 

respectively). Results indicate that accuracy increases as the altitude of clouds decreases. Beyond 

this observation, few obvious patterns are present in the data. Contrails had, by far, the highest 

number of partially correct samples that were overcounted (36%, compared with at or less than 

10% at the other three altitudes. In contrast, contrails had the lowest number of partially correct 

samples that were undercounted (less than 5%). Contrails also had the highest number of 

samples whose cloud type was indeterminate (~30%).  

 

Contextual analysis (Table 1) of the samples shows an increase in over generalized 

classifications with increase in cloud altitude, from 28% from low level clouds to 47% with 

contrails. Dismissed data also  increased with increasing cloud altitude, from 21% in low level 

clouds to 38% in contrails.  

 
The analysis of the comments about each data set identified keywords indicating possible causes 
for classification inaccuracies; the most common five keywords are shown in Table 2. 
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Table 2: Top five most common comment keywords. 

Keyword Description 

Mix Overlap of various cloud types, possibly causing confusion and 
difficulty of determining cloud types properly. 

Difficult Issues with data acquisition, such as obstacles interfering with 
capturing clouds, overcast conditions proving an issue with 
confirming details of clouds to determine cloud type.  

Missing Incomplete accounting of all cloud types while other cloud types 
were correctly accounted for. 

Conditional  Confusion of cloud types; mistaking one cloud type for another 
(i.e. altocumulus for cumulus clouds). 

Data acquisition error Photos that were out of focus, blurry 

 
An overall assessment of the results from data analysis indicates:  

 Two-thirds of the data are categorized as incorrect, partially incorrect or indeterminate; 

only one-third were correctly categorized by participants. 

 Accuracy in cloud classification increases as cloud altitude decreases.  

 Clouds at higher altitudes prove difficult for participants to identify correctly, especially 

when it comes to more detailed characteristics that help in differentiating contrails and 

the cirrus family of clouds.  

 Misclassification of cumulus type of clouds across all altitudinal categories is noted.  

 

From this study, we identify three major errors impacting data quality: 1) “Contrail Confusion”; 

2) “Cumulus Conundrum” and 3) “Coexisting Clouds”.  

 

Contrail Confusion: Cirrus cloud family vs contrails. The nature of cirrus (high level) clouds, 

such as their “whispy” nature and dispersed appearance, prove it to be somewhat challenging to 

correctly classify these, as some contrails have similar features. Contrail features will also 

disperse over time and can blend in with the background cirrus clouds should they be present. 

Another issue with contrails is that the appearance of them may come after the participant has 

submitted their initial observations, possibly further confusing the observer on including these 

data in their submission to GLOBE Observer. 

Cumulus Conundrum: Cirrocumulus vs. Altocumulus vs. Cumulus clouds. Here the issue 

appears to lie with depth perception. The aforementioned cloud types have the classic “cloud 
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bulging” or “fluffy” characteristics; however, some high-, mid- and low-level clouds have these 

same characteristics. Oftentimes high- and mid-level clouds are confused with the low-level 

cumulus clouds, as it appears observers cannot make the distinction between cloud levels. A 

better understanding of depth perception could be a possible focal point for better classifying 

these cloud types properly. 

Coexisting Clouds: Overlaying cloud types. It is rare for solely one type of cloud formation to 

exist at any given time. Especially during storms, a variety of cloud types will emerge as a storm 

builds within the viewing region. Coexisting cloud types are easily overlooked or misclassified 

due to the convergence of characteristics.  

 
DISCUSSION 

 
Previous studies of cloud classification efforts by citizen scientists have noted observer errors 

such as incomplete data sets and misclassification of cloud types (Amos et al., 2020; Dodson et 

al., 2019; Robles et al., 2020). However, specific errors, as identified in this article (i.e. “Contrail 

Confusion”, “Cumulus Conundrum” and “Coexisting Clouds”), have not explicitly been 

described in the literature but have been observed by NASA GLOBE scientists in the field 

(Amos, Helen, personal communication, April 23, 2020). As the results of the study showed, low 

level clouds were classified more successfully than those at higher altitudes. A recent study by 

Dodson et al. (2023) also highlights the difficulty of participants classifying high level clouds. 

The partially correct classifications also decreased as cloud altitude decreased. Dodson et al. 

(2022)  found the inverse – that cloud classification from satellite imagery using machine 

learning methods was more accurate for high level clouds and contrails. Combining the findings 

of these two studies possibly suggests that classifiers, whether human or machine, are better able 

to identify cloud structures that are closer to them, which is somewhat intuitive. It also suggests 

that the technologies could potentially be combined in some way such that ground based 

observations are emphasized in classifying lower clouds while satellite based observations are 

emphasized in classifying higher altitude clouds. Such integration of disparate data could 

potentially improve classification accuracy. However, Dryer et al. (2023) found that 

identification of dust storms from integrated data from diverse source remained problematic. 
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Incorrect classifications, with the exception of low level clouds, increased somewhat with 

lowering altitude, possibly hinting at some common cloud structures that participants were 

having difficulty with. Figure 2a and 2b may also indicate a temporal factor to difficulties in 

cloud classification, as high level clouds alter their formation on longer time scales, especially 

contrails.  It is possible that these points could offer some insight on how to structure effective 

training that addresses these issues.  

Based on the findings of this article, a key issue that needs to be addressed during training is the 

difficulty of spatial and temporal representation of complex weather phenomena. Spatial 

representation is key in identifying and studying various meteorological and geophysical 

processes – especially atmospheric and surface processes (Gold et al., 2018; Johnson & McNeal, 

2022; McLaughlin & Bailey, 2022; Sezen-Barrie et al., 2022). Research in geophysical education 

by Newcombe and Shipley (2015) provided an organizational structure, or framework, to further 

analyze and classifying structural characteristics in geoscience. This relatively novel framework 

could be applied more readily to study solid and fluid features covered in the geosciences, such 

as atmospheric and surface processes. This framework would guide students to analyze static and 

dynamic characteristics in these features, further developing spatial and temporal skills. To date, 

there have been limited efforts beyond Newcombe and Shipley (2015) reported to address the 

issue of spatial thinking in atmospheric science education research (Annis & Nardi, 2021; 

McLaughlin & Bailey, 2022; P. McNeal et al., 2018; P. M. McNeal & Petcovic, 2020) addressed 

a deficiency of a similar framework in atmospheric science that could prove useful in reducing 

cloud misclassification. Knowledge of cloud types brought through training in tandem with 

disembedding techniques, being able to observe and recognize distinct features unique to each 

cloud type (P. McNeal et al., 2018; P. M. McNeal & Petcovic, 2020), can greatly improve data 

quality of cloud classification. 

 

One approach to overcoming spatial representation issues is to improve students’ conceptual 

understanding of weather processes to enable critical thinking about their observations.  

Cervato et al. (2018) identify addressing misconceptions, pre-conceptions, partially correct 

conceptions and naïve conceptions as a grand challenge in atmospheric (and other earth) 

sciences. Barruita et al. (2019) also addresses misconceptions in weather phenomena, such as 

rain fall in relation to the water cycle. One point in particular that Cervato et al. (2018) focuses 
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on is the use of models for predictions and atmospheric study. Research in cognitive science has 

long demonstrated that scientists rely heavily on simplified models to reason about complex 

processes and that the process of modeling invokes conceptual change (Nersessian, 2009). 

However, modeling phenomena to better understand conceptually physical processes using 

numerical and analytical models is difficult for novices to navigating through. Cervato et al. 

(2018) highlights the need for more effective utilization of models as learning tools. Schwarz et 

al. (2009) demonstrated the use of student-made illustrative models that improved student 

engagement and promoted better comprehension of science topics. Employing such an approach 

toward improving students’ conceptual understanding of weather processes could conceivably 

improve critical thinking skills and decrease uncertainty in understanding atmospheric 

phenomena, which in turn would increase cloud identification.     

 

To improve the quality of data collected by citizen scientists, modified training methods have 

been recommended along with better communication between scientists and citizen scientists 

regarding project objectives (Balázs et al., 2021; McLaughlin & Bailey, 2022). Existing training 

measures such as those introduced in GLOBE observer app protocols are excellent yet 

apparently insufficient to support accurate cloud classification. This is an unavoidable issue as in 

a recent study related to cloud classification shows that low level clouds are easier to classify 

than those higher up (Dodson et al., 2022). Participants may not have the techniques down to 

classify cloud types effectively, but prove to have an interest in participating in cloud 

classification challenges that GLOBE hosts (Dodson et al, 2022; Dodson et al, 2019). However, 

there is promise in offering effective training for citizen scientists.  

 McLaughlin and Bailey (2022), Gold et al (2018), and Uttal et al (2013) have demonstrated that 

targeted training vastly improves student’s spatial classification of geophysical features in 

general. This could be focused and extended to atmospheric features. Furthermore, Kuhn et al. 

(2022) addresses instructor engagement with citizen scientists to fortify existing training 

methods ensuring success in data collection. Following this approach, inclusion of satellite data 

that is available through GLOBE could further enhance training overall. GLOBE Observer 

participants are emailed satellite data that GLOBE was able to match during their observations. 

Incorporating this into a training regimen offers not only further understanding on learning about 

clouds, but fortifies engagement and increases participant interest in continuing with data 
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collection.  This type of intervention can complement targeted training in areas where data 

quality needs further attention for improvement. 

 

These recommendations may put an extra burden on citizen scientists; a learning curve that may 

dissuade interest. However, an effective training design will not only help participants to collect 

better data but increase interest and curiosity as their data becomes more utilized in scientific 

publications.  

A vast expertise is not needed for GLOBE citizen scientists classifying clouds; however, a 

sufficient level of understanding is not an extreme demand put on those participating. A recent 

study on dust storm classification pointed out that even experts found difficulty in classifying 

them, confusing dust storms with haze or pollution (Dryer et al, 2022). It is only reasonable that 

the guidance for citizen scientists toward better data quality be effective, interactive, and 

insightful in order to further increase their interest in participation.  Therefore, the need for 

modified and effective training for citizen scientists, especially in cloud data collection, is 

paramount to establish better rapport with science collaborators and offer more robust and 

accurate data for future use.  

 
 
LIMITATIONS OF WORK 
 

This investigation was limited by basic issues that impacted validation of participant 

classifications including: 

 Participant’s improper execution of the observation protocols; 

 Confirmation of contrails was questionable, as the appearance of contrails can occur 

moments after initial observations are taken, as well as disappear out of sight of the 

observer and therefore cannot be accounted for in the data; 

 Obstacles, such as buildings and trees, hamper proper identification and validation of data 

sets by the investigator; and  

 Blurry photos also increase difficulty in validating data.  
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The study is also limited by the use of a single investigator to “correctly” classify images, which 

probably introduced error into the results. Use of multiple investigator classifications and 

comparison across these would reduce this error. 

 

The findings of this study are limited to the case study: cloud classification by citizen scientists 

using the GLOBE app. More case studies in different contexts and cross case analysis would be 

needed to generalize any of these findings. Such generalization is needed to address the issue of 

data quality in citizen science projects in a comprehensive way. 

 
FUTURE WORK 
 
Modified and additional online training modules have been developed using the approach of 

student-made illustrative models, specifically concept maps Ifenthaler, D., & Seel, N. M,. 2013), 

that target the three identified misclassification errors. The modules are currently being tested in 

undergraduate atmospheric science classes. 

 
CONCLUSION 

 
This article investigated the source of classification errors in GLOBE cloud data collected by 

citizen scientists. Some of the takeaways from this study can be summarized by the following:  

 High-, mid- and low-level clouds all share cumulus and stratus characteristics. The 

difficulty in deciphering high-, mid- or low-level clouds with those characteristics 

appears to be linked to the altitude of clouds; 

 Low-level cumulus clouds are easier for participants to classify;  

 High altitude contrails are commonly misclassified;  

 Cloud misclassification often occurs when there are multiple types overlapping in the 

sky; 

 Co-existing cloud types coupled with cloud elevation determination issues are types of 

spatial representation issues that have previously been identified in the solid earth science 

education literature but have been minimally investigated in the fluid earth sciences such 

as atmospheric science; and  
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 Resolving these issues will depend on improving citizen scientist’s understanding of 

weather processes to enable critical thinking about their observations. 

 

Key strategies for data quality improvement can be developed based on these conclusions. As 

these errors depend on the user to formulate a basic understanding of cloud types and weather 

processes that produce them, a training approach could be introduced to better develop citizen 

science understanding and increase data collection confidence. Future work to improve data 

quality will be to develop and test training methods that specifically target these issues.  
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Figure 1.1: Results from 500 samples of cloud classifications: 150 samples correct (green), 180 
incorrect (red), 125 partially correct (orange) and 45 indeterminate (purple). 
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Figure 1.2: Classification rating results broken down for each cloud type category based on the 

four correctness types: contrails (a), high-level clouds (b), mid-level clouds (c), and 
low-level clouds (d).  
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MODEL BASED REASONING (MBR) TRAINING 

 
INTRODUCTION 

 
The latter part of the 20th century saw an explosion of citizen science contributions to the 

sciences, from amateur astronomy to ornithology (Ifenhaler & Seel, 2013; Graham et al, 2011). 

Data collection by citizen scientists benefits professional scientists by providing a volunteer 

workforce that can contribute more numerous observations, in more places and times, than could 

be collected by independent investigators. Examples of scientific investigations being enhanced 

by citizen science include the integration of water monitoring data by Canadian government 

agencies and citizen science groups to help improve the computer modeling of water resources in 

Canada (Deutsch et al, 2021); and citizen science monitoring of water quality and safety in Flint, 

MI, where they provided valuable data that further corroborated results gathered from 

government agencies (Peplow, 2018). Potential benefits to science are clear. There are also 

benefits for citizen scientists.  Air quality projects that involved students in high school 

demonstrated the potential of collected data to be useful for scientists, but also serve as an 

effective learning tool that engages the curious minds (Lepenies and Zakari, 2021). During the 

COVID-19 lockdown, citizen science participation allowed secondary education students in 

Australia to continue with their virtual learning and provided scientists additional data in the 

process (Van Haeften et al, 2021). Post-pandemic efforts include NASA’s GLOBE Air Quality 

Campaign that continues to benefit from the increased participation in data acquisition that began 

during the pandemic. The benefits of citizen science allow scientists to gain additional data and 

provide multiple learning experiences for participants to better familiarize with science at large. 
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Despite the valuable data contributions from citizen scientists, low data quality has become an 

issue. Errors are introduced by the citizen science participant in numerous ways, including 

spatial and temporal data biases (Low et al, 2021), poorly executed protocols and lack of 

adherence to instructions for data collection (Langenkamper et al, 2019; Hunter et al, 2012). This 

has led scientists to question the reliability of these data and proceed with caution when 

incorporating these data into their research (Low et al, 2021; Amos et al, 2020; Fritz et al, 2017; 

Jollymore et al, 2017; Mitchell et al 2017). Amos et al. (2020) describe a comprehensive review 

of data collected across NASA’s Global Learning and Observations to Benefit the Environment 

(GLOBE) Observer protocols (i.e. clouds, mosquito habitat, land cover and trees), indicating 

data quality issues such as logistical errors. GLOBE cloud data taken between 2016 and 2019 

show only 68% of cloud observations recorded cloud classifications (Amos et al., 2020). Further 

analysis of specifically dust emission data between January and April 2020 show a 74% of 

uncorroborated detection of dust emissions globally with satellite data (Amos et al., 2020; 

Dodson et al., 2019). Of these many potential sources of error, some are related to the lack of 

theoretical expertise of the citizen scientist about the phenomena being observed, affecting their 

capacity to critically assess their observations. An example is misclassification of cloud 

formations (Amos, Helen, personal communication, April 23, 2020). Many of these sources of 

error lend themselves to training interventions (Vohland et al, 2021). Data collection training can 

improve the data quality, allowing for sufficient theoretical thinking that leads to critical thinking 

with conducting observations (Callaghan et al, 2021; Sherbinin et al, 2021). 

 

An analysis of data quality of GLOBE cloud observations was performed, and results revealed 

that out of 500 studied observations, 70% of those observations had at least one type of 
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classification error (Olgin and Pennington 2022, unpublished data). Further analysis of incorrect 

classifications identified three common issues that could potentially be addressed through 

targeted training (Olgin and Pennington 2022, unpublished manuscript): 

 

1) Contrail Confusion – participants confusing natural, high-level cloud formations with 

anthropogenic cloud formations (i.e. aircraft exhaust); 

2) Cumulus Conundrum – issues with differentiating cloud type based on cumulus cloud 

characteristics among high, mid and low level cloud formations; 

3) Coexisting Clouds – multiple cloud types prove confusing in properly classifying 

cloud formations. 

 

This article reports on a citizen scientist training intervention that targeted classification errors 

made by citizen scientists using the GLOBE Observer application, applying a learning theory 

known as model-based reasoning (MBR; Ifenthaler & Seel, 2013; Nersessian, 2009). MBR is 

based on the notion that creation of external representations (diagrams, charts, or other visuals) 

that provide a simplified model of the problem invokes revision of internal mental models 

through time, leading to more accurate mental models. MBR has been demonstrated to be a key 

mechanism by which scientist’s reason about complex information (Ifenthaler & Seel, 2013; 

Jones et al., 2011). This study introduced MBR to the training regime for a group of GLOBE 

Observer participants and tested it against those undergoing a traditional training regime. 
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METHODS 

 
The three primary errors identified in the prior study of cloud data quality in GLOBE (Olgin and 

Pennington 2022, unpublished manuscript) were used to design MBR training modules to 

supplement the training provided by GLOBE. A heuristically attained approach to understanding 

physical processes, MBR provides a flexible and versatile framework to understand the 

dynamics of any process. This approach takes an inductive reasoning path that is more efficient 

and allows for productive cognitive growth. MBR methods include using a wide variety of 

external representations to invoke cognitive change; this study used concept maps (Ifenthaler & 

Seel, 2013; Jones & Reid, 2001; Liu & Stasko, 2010). Concept maps have been widely used in 

the science education Citizen to explore and assess students’ conceptual understanding of key 

scientific concepts. Key words are introduced that are related to a particular topic and 

participants are prompted to make connections, or links, between those key words that express 

their understanding of process (Figure  2.1). The combination of two keywords and the directed 

link form a proposition (for example, Increasing Winds contributes to Dust Emissions). We 

hypothesized that incorporating concept mapping techniques into the cloud classification training 

process could provide a means to better develop their theoretical understanding of cloud 

formation processes, enabling better observations in the field. 

 

For each of the three identified issues (Contrail Confusion, Cumulus Conundrum, Coexisting 

Clouds), seed questions were developed to target specific learning outcomes and prompt 

participant generation of relevant concept maps (Table 2.1). The instructor utilized a concept 

map rubric, to which participant concept maps could be compared. Two training curricula were 

developed: 1) a traditional training curricula leveraging the existing online GLOBE training 
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materials (Figure 2.2); and 2) an MBR training curricula identical to the traditional curricula with 

the additional incorporation of concept mapping activities. The GLOBE training materials are 

offered through the GLOBE Observer app and online and include instruction for classifying 

cloud types, distribution and quantity. The traditional and MBR curricula are summarized in 

Table 2.1. 
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Table 2.1 List of three type error classifications gathered from observational data. 

Error types 1. Contrail Confusion 2. Cumulus Conundrum 3. Coexisting Clouds 

Seed prompts for 
MBR concept 
maps 

Q1. Identify the different 
progression of contrail formation. 
 
Q2. What conditions influence 
contrail formation? 
 
Q3. What key features separate 
natural versus anthropogenic 
clouds? 
 
Q4. How can contrails resemble 
natural cirrus clouds? 
 

Q5: What are the key 
characteristics that 
differentiate altocumulus, 
cirrocumulus, and 
cumulus/altocumulus clouds? 
 
Q6: What atmospheric and 
ground conditions are unique 
to these forms of 
cumulus cloud formations? 

Q7: Identify key conditions that 
are different between 
obscurations and overcast 
skies. 
 
Q8: What are at least some 
conditions that might overlap 
between obscuration 
and overcast conditions? 

 
 

Table 2.2 A comparative summary of traditional versus MBR training 

Traditional training Model Based Reasoning (MBR) 

1 Participants perform online training 
through modules for identifying clouds 
types 

2 Assessments are conducted for reflection 
and auto-feedback from training modules 

 
 
3 Participants conduct outdoor observations 

in the field and submit results to NASA’s 
GLOBE database through app 

4 Participants perform online training 
through modules for identifying clouds 
types 

5 Assessments are conducted for reflection 
and auto-feedback from training modules 

6 Participants create concept maps that 
address questions in table 2.1. 

7 Participants conduct outdoor observations 
in the field and submit results to NASA’s 
GLOBE database through app 

 
Two cohorts of study participants, both in the summer of 2022, were established to test the 

efficacy of traditional training accompanied with MBR training when compared to traditional 

training alone. Both cohorts were freshman/sophomore level students from the El Paso Citizen 

College (EPCC) registered for an introductory atmospheric science course that included a 

module conducting citizen science with the GLOBE Observer app. Human subjects research 

oversight and approval was obtained from the EPCC Institutional Review Board (1699560-1).  

Participation in the research was voluntary, consensual, and anonymous. 
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Each cohort was separated into two groups – those receiving traditional training alone and those 

receiving additional MBR training (Table 2.3). The eight in the MBR group represent those who 

completed all MBR training modules.   

 

Table 2.3 Summer 2022 Training Cohorts 

Group type Number of active 
participants 

Number of observations 

Traditional 11 80 

MBR 7 56 

 
Each group conducted observations in the field using the Clouds Protocol on the GLOBE 

Observer app. The Clouds observation protocol specifies the following observations: 1) sky 

obscurations (fog, heavy rain or snow, sand, spray, smoke, dust, haze or volcanic ash); 2) 

categorization of any clouds into one of four altitudinal categories and classification of the cloud 

type within each altitudinal category –– very high-level airplane contrails, high-level (cirrus, 

cirrocumulus, or cirrostratus), mid-level (altostratus or altocumulus), or low-level (fog, 

nimbostratus, cumulonimbus, stratus, cumulus, or stratocumulus); 3) atmospheric conditions 

such as an estimate of percent cloud cover and visual opacity (opaque, translucent, or 

transparent); and 4) surface conditions, including identification of snow/ice, standing water, 

muddy, dry ground, leaves on trees, and raining/snowing. Multiple cloud types at the same or 

different levels can be indicated by the participant. The app includes functionality for taking six 

photos at the time of each observation (north, south, east, west, zenith and nadir photos). All 

observations were then submitted to the GLOBE cloud database by the participant. Each location 

where the observation was taken was cataloged with a site ID by GLOBE that participants 

recorded and submitted to the investigator.   
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Data associated with each site ID was downloaded from GLOBE by the investigator for analysis. 

In addition to the observations above, downloaded data included information about the user, the 

site (latitude, longitude, and elevation), and the date observations were made. 

Photos were used to assess cloud classification accuracy for each set of data. A count of the 

number of correct cloud classifications was recorded for each cloud type, for each cohort and 

group. Cohorts were combined and accuracy compared between the traditional and MBR groups 

using basic statistics, boxplots and histograms. 

 

The MBR group’s concept maps were assessed for completeness and accuracy, using expert 

maps generated by the investigator as a reference. A rubric developed by the National Park 

Service (https://www.nps.gov/grsm/learn/education/classrooms/upload/Concept-Map-Scoring-

Rubric.pdf) was used to assess the concept maps. Each concept map was assessed according to 

three criteria: organization, content-concepts-terminology, and connections-relationships. A score 

was assigned for each criterium in the rubric; 0 being the lowest score and 4 the highest. The 

three scores were summed to generate a final score for each concept map developed by each 

MBR participant; the highest possible final score was 12. Those scores were compared with the 

corresponding observation accuracy using a scatterplot. 

 

The percentage of correct classifications was calculated for the two groups. The MBR group was 

subdivided by grouping students with the highest (8-10), middle (4-7), and lowest (0-3) concept 

map scores. The percentage of correct classifications was calculated for the three subset groups. 

Boxplots were constructed for all five groups. Histograms were created comparing the accuracy 

of the two unsubdivided groups (traditional and MBR) and comparing the traditionally trained 
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group with the three subdivided MBR groups (high, middle, and low scoring concept maps). All 

five groups were further subdivided by cloud type: high-, mid-, and low-level clouds or contrails.  

Histograms were constructed comparing classification accuracy by cloud type. A Mann-Whitney 

U test was used to quantify the statistical significance of differences across independent groups. 

This is a non-parametric test appropriate for non-normally distributed small samples. 

 
RESULTS 

 
A comparison between concept map scores and classification accuracy indicates there is no 

significant correlation between these data, with a calculated R2 of 0.06 (Figure 2.3). Mean 

classification accuracy of traditional and MBR training groups were 77.9% and 78.3%   

respectively, with the MBR group scoring approximately 0.4 percentage points higher than the 

traditional group (Figure 2.4). The MBR high and low scorers performed better than the 

traditional group by approximately 0.9 and 1.0 percentage points respectively (Figure 2.5). Mid 

scorers from the MBR group performed on par with the traditional group and underperformed 

the low and top MBR groups (Figure 2.5). Combining the low and top scores and comparing 

with the traditional group shows an almost 1% increase in accuracy in cloud classifications. 

Results of the Mann Whitney U test indicate that in comparison with the traditional group, there 

was no significant difference in classification accuracy for any of the MBR groups (Table 2.4). 

 

Table 2.4 Results from statistical analysis using the Mann Whitney U non-parametric test of rank sum 
values across independent samples. 

Groups Z value P value 

Traditional / MBR 0.08 0.94 

Traditional / MBR Low -0.08 0.94 

Traditional / MBR Mid -0.08 0.94 

Traditional / MBR High -0.13 0.90 
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The Mann-Whitney U test is a ranked sum test of differences in median values. Boxplots indicate 

the median accuracy value of the traditionally trained group was higher than the MBR full group 

by 2.7 percentage points (79.2% and 76.5%, respectively; Figure 2.6). Median values for the 

MBR subgroups were 73.8% accuracy in the MBR high scoring group, 78.0% accuracy for the 

mid scoring group, to a high of 79.2% accuracy in the low scoring MBR group (Figure 2.6). 

Hence, the comparison of mean values shown by the histograms (highest to lowest percent 

accuracy: MBR low, MBR high, MBR full, traditional, MBR mid) differs from the comparison 

of median values shown by the boxplots (highest to lowest percent accuracy: traditional and 

MBR low scorers, MBR mid scorers, MBR full group, and MBR high scorers). 

 

Results of classification accuracy by cloud type for traditional and MBR subgroups show the 

MBR low group outperformed the traditional group by over 8% and the MBR mid and MBR low 

groups by over 10% and 11% respectively. 

 

For mid-level clouds, the MBR group scored higher than the traditional group, with MBR low, 

middle, and high groups scoring approximately 10%, 8%, and 7% increases in classification 

accuracy, respectively (Figure 2.7b). For low-level clouds the MBR high scoring group out 

performed the traditional group by over 4% while the MBR low and mid groups performed less 

well than the traditional group (Figure 2.7c). For contrails the traditional group scored 3% to 5% 

better than all three MBR groups (Figure 2.7d).  Results from the Mann-Whitney U test indicate 

that none of these differences are statistically significant (Table 2.5). 
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Table 2.5 Results from statistical analysis using the Mann Whitney U non-parametric test of rank sum 
values across independent samples by cloud type. 

Category Cloud Type Z value P value 

Traditional / MBR High clouds 
Mid-level clouds 
Low clouds 
Contrails 

-0.22 
-0.77 
-0.10 
1.1 

0.83 
0.44 
0.92 
0.28 

Traditional / MBR Low High clouds 
Mid-level clouds 
Low clouds 
Contrails 

-1.1 
-1.5 
1.8 
0.0 

0.28 
0.12 
0.08 
1.0 

Traditional / MBR Mid High clouds 
Mid-level clouds 
Low clouds 
Contrails 

-0.22 
-0.77 
-0.10 
0.65 

0.83 
0.44 
0.92 
0.51 

Traditional / MBR High High clouds 
Mid-level clouds 
Low clouds 
Contrails 

-0.22 
-1.5 
-0.73 
1.1 

0.83 
0.12 
0.46 
0.28 

 
DISCUSSION 

This project was developed based on the hypothesis that constructing concept maps would 

invoke model-based reasoning, improving students’ theoretical understanding of atmospheric 

processes and subsequently improve student cloud classification accuracy. All statistical results 

indicate that there is no significant difference between cloud classification accuracy of students 

who participated in the concept mapping intervention and those who did not. However, because 

of the very small sample size the absence of statistical significance may not indicate that there 

was no impact from the intervention. The statistics used a non-parametric test that compared 

median values, which clearly showed no increases in the MBR group. However, histograms of 

mean values were suggestive of improvements in classification accuracy in the MBR group. 
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Qualitative analysis of the concept maps in comparison with classification accuracy suggested an 

alternative hypothesis. Students in the high scoring MBR group were able to effectively utilize 

concept maps to convey their understanding of their training (Figure 2.8). A few students added 

visual examples, such as sketches and images of cloud types, into their concept maps. This detail 

helped fortify their understanding gained from the training and helped with classifying clouds 

more accurately. An unexpected result was that the low scoring MBR group also showed 

improvement in classification accuracy.  These participants did not create a concept map but 

rather supplied a written response to the questions (Figure 2.9). These types of responses scored 

low as concept maps, but they do reflect the participant’s ability to constructively study, analyze 

and reflect on the training even if they did not familiarize themselves with how to construct 

concept maps and chose to reply in written form. Given this, the MBR training appears to 

demonstrate the possibility of yielding better data quality when participants engage in an 

additional step beyond traditional online training that requires them to externally represent their 

understanding of cloud classification concepts, whether represented through concept maps or 

textual descriptions. Both the high and low scoring concept mapping groups demonstrated more 

effort in understanding and learning comprehension compared to the mid scoring concept 

mapping group, who produced minimalistic and erroneous concept maps. This is consistent with 

Durak & Topcu (2023), Akpan et al. (2022), and McNeal et al. (2018), who found that increased 

levels of any activity that required students to externally manipulate new information resulted in 

increased learning outcomes. Utilizing a modified rubric, or perhaps creating one specifically for 

scoring the completeness and accuracy of external representations regardless of what form they 

take could better reflect participant understanding of the training. 
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CONCLUSION 

 
MBR techniques using external representations show promise for improving the quality of cloud 

classification data collected by citizen scientists, albeit observation scores between the two 

training groups were not statistically significant. A top scoring MBR group who constructed 

concept maps performed better in classifying clouds against the traditionally trained group. A 

low scoring MBR group, whose responses were in written form rather than concept maps, also 

performed well. These two groups reflect improved participant comprehension of the cloud 

classification training, compared with participants who did not construct any external 

representations or who constructed incomplete or inaccurate external representations. Further 

investigation on MBR applications in improving data quality related to cloud classification is 

warranted. 
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Figure 2.1: Example of a very simple concept map that links three key concepts (shown in ovals) 

through labeled directed arrows. Each link represents a propositional statement e.g., 
Increasing Winds contributes to Dust Emissions. Concept maps represent the 

creator’s internal mental models in a way that may be evaluated for correctness and 
completeness by an instructor. 
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Figure 2.2: Example of online training modules provided by GLOBE 

(https://observer.globe.gov) 
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Figure 2.3: Scatterplot of participants’ mean concept map score vs. their mean classification 

accuracy score, showing low correlation between the two. Only participants who 
completed all eight MBR training modules are included. 
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Figure 2.4: Mean cloud classification accuracy for participants trained using traditional online 

curricula (blue) vs. those trained using traditional curricula plus model based 
reasoning tasks with concept maps (orange). This shows MBR group with a 0.4% 
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Figure 2.5: Breakdown of traditional vs MBR trained participants. Traditional (blue), MBR 

trained (orange), low MBR scorers (yellow), middle MBR scorers (green) and high 
MBR scorers (maroon). Low and high scorers performed better than the traditional 

group. 
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Figure 2.6: Boxplots of classification accuracy data from (a) traditional training, (b) MBR 

training, (c) MBR low scorers, (d) MBR mid scorers, and (e) MBR high scorers. 
The classification accuracy scale ranged from 0 to 100 percentage points. The red 

lines represent the median value. Half of the data fall within the blue box. The 
lowest and highest quartiles are represented by the blue lines. The red dots in c are 

outliers.   
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Figure 2.7: Mean cloud classification accuracy by cloud type, for participants trained using 

traditional online curricula vs. those trained using traditional curricula plus model 
based reasoning (MBR) tasks with concept maps, subdivided into three groups 

based on concept map mean scores per participant. A) High level cloud 
classification accuracy; B) Mid level cloud classification accuracy; C) Low level 

cloud classification accuracy; and D) Contrail classification accuracy. 
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Figure 2.8: Example of a high scoring concept map. Concepts are comprehensive and links 

correct, demonstrating good comprehension of cloud classification concepts. 
Photographs were used to illustrate cloud types. 
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Figure 2.9. Example of a low scoring concept map. The participant did not utilize the concept 

map format, opting for a textual format. The written response (highlighted) 
demonstrates good comprehension of cloud classification concepts. 
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NEW MBR/RUBRIC ASSESSMENT  

 
INTRODUCTION 

 
Citizen science has grown in popularity, and with it new opportunities for gathering data for 

various scientific investigations. A problem that has emerged in data collected by citizen 

scientists is lower data quality (Amos et al, 2020; Aye et al., 2019; Dodson, 2019;  Mitchell et al 

2017; Fritz et al, 2017). A common solution to this problem is to collect sufficient citizen science 

data to perform statistical analysis to identify reliable data (Aye et al., 2019; Dodson, 2019). 

 

New investigative work aimed to address the data quality issue by improving citizen science 

training that might lead to higher data quality. This research was carried out using data collected 

by citizen scientists through the NASA GLOBE Observer (GO) application. The first stage of 

this work was to identify the three most common errors committed by citizen scientists in the 

GLOBE network. Five hundred datasets from the GLOBE database were randomly selected and 

analyzed for the top three issues impacting data quality (Olgin and Pennington 2023a, 

unpublished manuscript): 

 

1) Contrail Confusion – participants confusing natural, high-level cloud formations with 

anthropogenic cloud formations (i.e. aircraft exhaust);  

2) Cumulus Conundrum – issues with differentiating cloud type based on cumulus cloud 

characteristics among high, mid and low level cloud formations;  

3) Coexisting Clouds – multiple cloud types prove confusing in properly classifying 

cloud formations. 
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A follow up study investigated the impact of incorporating model-based reasoning (MBR) 

activities into existing online training provided by GLOBE on cloud classification data quality. 

MBR activities incorporate visual representation of mental models through diagramming or 

construction of other graphics and has been demonstrated to improve students’ conceptual 

understanding of complex scientific topics (Kessler et al, 2022; Ubben and Bitzenbauer, 2022; 

Ifenthaler & Seel, 2013; Jones et al., 2011). The second study incorporated student construction 

of concept maps around the three cloud classification issues (Olgin and Pennington 2023b, 

unpublished manuscript). The results were suggestive of a positive impact from the MBR 

training, yet there was no statistically significant relationship between scores on concept maps 

and classification accuracy. Additionally, qualitative analysis of the concept maps indicated that 

some students articulated their correct understanding of the concepts in the form of textual 

narrative rather than producing a concept map. Although they scored low on the concept maps, 

their classification accuracy was higher than expected. One of the concluding remarks from that 

study was that a modified or custom-made rubric was needed to better assess completeness and 

accuracy of the student’s understanding, and the impact of that on classification accuracy.  

 

Prior research has demonstrated the importance of applying the proper rubric to effectively 

assess learning goals, outcomes and benchmarks (Tractenberg, 2021; Baker et al, 2020; 

Brookhart, 2018; Janssen et al, 2015). Case studies in the medical sciences (Lo and Wang, 2022), 

language (Baker et al, 2020) and higher education in general (Pandero and Jonsson, 2022; Baker 

et al, 2020; Arribas et al, 2017; Brookhard, 2018; Cargas et al, 2017; Dawson, 2017; Sasiprabo et 

al, 2017) have shown that ineffective rubrics are sometimes unknowningly selected or that 
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proper rubrics may be ineffectively applied. Therefore, to properly assess learning outcomes, it is 

important to select an appropriate assessment rubric and implement it effectively. Adopting a 

custom-made rubric to address specific learning outcomes is most effective, as has been reported 

by Tractenberg (2021), Baker (2020), and Chan and Ho (2019). 

 

The goal of this investigation is to: 1) develop a new rubric applicable to either concept maps or 

narrative text that better assesses participant comprehension of cloud classification; and 2) test 

the rubric to see if it better reflects the accuracy of corresponding cloud classifications. The study 

used the same cloud data, student products, and a similar analytical approach as the prior MBR 

study. For clarity in distinguishing between the methods and findings of the two studies, this 

article will refer to the participant products as external representations (EXREP) – including both 

concept maps and textual narratives – or as concept maps alone (CMAP).  

 

METHODOLOGY  

 
The prior study collected data from two training groups: one traditionally trained through 

existing online GLOBE training modules. The GLOBE training materials are offered through the 

GLOBE Observer app and online and include instruction for classifying cloud types, distribution 

and quantity. The other group using an external representation (EXREP) training scheme where 

participants used the same traditional online training modules and in addition, created external 

representations around the three identified classification issues (Contrail Confusion, Cumulus 

Conundrum, Coexisting Clouds). For each of the three issues, seed questions were developed to 

target specific learning outcomes and prompt participant generation of relevant external 

representations (Table 3.1). The traditional and EXREP curricula are summarized in Table 3.2. 
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Table 3.1 List of three type error classifications gathered from observational data. 

Error types 1. Contrail Confusion 2. Cumulus Conundrum 3. Coexisting Clouds 

Seed prompts for 
EXREP concept 
maps 

Q1. Identify the different 
progression of contrail formation. 
 
Q2. What conditions influence 
contrail formation? 
 
Q3. What key features separate 
natural versus anthropogenic 
clouds? 
 
Q4. How can contrails resemble 
natural cirrus clouds? 
 

Q5: What are the key 
characteristics that 
differentiate altocumulus, 
cirrocumulus, and 
cumulus/altocumulus clouds? 
 
Q6: What atmospheric and 
ground conditions are unique 
to these forms of 
cumulus cloud formations? 

Q7: Identify key conditions that 
are different between 
obscurations and overcast 
skies. 
 
Q8: What are at least some 
conditions that might overlap 
between obscuration 
and overcast conditions? 

 
 

Table 3.2 A comparative summary of traditional versus EXREP training 

Traditional training Model Based Reasoning (EXREP) 

1 Participants perform online training 
through modules for identifying clouds 
types 

2 Assessments are conducted for reflection 
and auto-feedback from training modules 

 
 
3 Participants conduct outdoor observations 

in the field and submit results to NASA’s 
GLOBE database through app  

4 Participants perform online training 
through modules for identifying clouds 
types 

5 Assessments are conducted for reflection 
and auto-feedback from training modules 

6 Participants create external representations 
that address questions in table 3.1. 

7 Participants conduct outdoor observations 
in the field and submit results to NASA’s 
GLOBE database through app  

 
Two cohorts of study participants, both in the summer of 2022, were established to test the 

efficacy of traditional training accompanied with EXREP training when compared to traditional 

training alone. Both cohorts were freshman/sophomore level students from the El Paso 

Community College (EPCC) registered for an introductory atmospheric science course that 

included a module conducting citizen science with the GLOBE Observer app. Human subjects 

research oversight and approval was obtained from the EPCC Institutional Review Board 

(1699560-1).  Participation in the research was voluntary, consensual, and anonymous.  
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Each cohort was separated into two groups – those receiving traditional training alone and those 

receiving additional EXREP training (Table 3.3). The eight in the EXREP group represent those 

who completed all EXREP training modules.   

 

Table 3.3 Summer 2022 Training Cohorts  

Group type Number of active 
participants 

Number of observations 

Traditional  11 80 

EXREP 7  56 

 
Each group conducted observations in the field using the Clouds Protocol on the GLOBE 

Observer app. The Clouds observation protocol specifies the following observations: 1) sky 

obscurations (fog, heavy rain or snow, sand, spray, smoke, dust, haze or volcanic ash); 2) 

categorization of any clouds into one of four altitudinal categories and classification of the cloud 

type within each altitudinal category –– very high-level airplane contrails, high-level (cirrus, 

cirrocumulus, or cirrostratus), mid-level (altostratus or altocumulus), or low-level (fog, 

nimbostratus, cumulonimbus, stratus, cumulus, or stratocumulus); 3) atmospheric conditions 

such as an estimate of percent cloud cover and visual opacity (opaque, translucent, or 

transparent); and 4) surface conditions, including identification of snow/ice, standing water, 

muddy, dry ground, leaves on trees, and raining/snowing. Multiple cloud types at the same or 

different levels can be indicated by the participant. The app includes functionality for taking six 

photos at the time of each observation (north, south, east, west, zenith and nadir photos). All 

observations were then submitted to the GLOBE cloud database by the participant. Each location 

where the observation was taken was cataloged with a site ID by GLOBE that participants 

recorded and submitted to the investigator.   
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Data associated with each site ID was downloaded from GLOBE by the investigator for analysis. 

In addition to the observations above, downloaded data included information about the user, the 

site (latitude, longitude, and elevation), and the date observations were made.  

Photos were used to assess cloud classification accuracy for each set of data. A count of the 

number of correct cloud classifications was recorded for each cloud type, for each cohort and 

group. Cohorts were combined and accuracy compared between the traditional and EXREP 

groups using basic statistics, boxplots and histograms. 

 

The EXREP group’s external representations were then assessed for completeness and accuracy 

using a modified rubric, created by the instructor (figure 3.1). This rubric incorporated both 

analytical and developmental approaches toward assessing concept maps and similar responses 

that participants issued. The two-part rubric was designed to 1) quantitatively identify the 

number of propositions created effectively, either using concept maps or written form, and 2) 

assess the overall quality of the response to determine completeness, accuracy and effectiveness 

in relaying comprehension of the training. A score ranging from 0 to 1 was given to the number 

of relatable propositions in response to the prompt given during the EXREP training. A score 

ranging from 0 to 4 was given to assess the overall quality of the narrative response through the 

use of either concept maps or written form. The sum of these two parts is then the final score 

given to that participant’s response. The highest scored attained would be a five; the lowest a 

zero. Those scores were compared with the corresponding observation accuracy using a 

scatterplot. 
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The percentage of correct classifications was calculated for the two groups. The EXREP group 

was subdivided by grouping students with the highest (> 80%), middle (79% - 76%), and lowest 

(< 76%) external representation scores. The percentage of correct classifications was calculated 

for the three subset groups. Boxplots were constructed for all five groups. Histograms were 

created comparing the accuracy of the two unsubdivided groups (traditional and EXREP) and 

comparing the traditionally trained group with the three subdivided EXREP groups (high, 

middle, and low scoring concept maps). All five groups were further subdivided by cloud type: 

high-, mid-, and low-level clouds or contrails.  Histograms were constructed comparing 

classification accuracy by cloud type.  

 

An additional analysis was conducted using the ratio of cloud classification accuracy and 

EXREP scores compared with cloud classification accuracy. A ratio value of 1.0 or higher 

indicates the participant gained sufficient expertise from the EXREP training to score well on 

classification of clouds; a score lower than 1.0 could indicate insufficient expertise was gained 

from the training. The exploratory statistical analysis was repeated using the ratio value rather 

than the rubric scores.  

 

A Mann-Whitney U test was used to quantify the statistical significance of differences across 

independent groups. This is a non-parametric test appropriate for non-normally distributed small 

samples.  

 
RESULTS 

A comparison between external representation scores and classification accuracy was conducted, 

indicating there is no significant correlation between these data with a calculated R2 of 0.003 
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(Figure 3.2). Mean classification accuracy of traditional and EXREP training groups were 77.9% 

and 78.3% respectively, with the EXREP group scoring approximately 0.4 percentage points 

higher than the traditional group (Figure 3.3). Based on a breakdown of EXREP types, low 

scorers to high scorers, the EXREP low scorers underperformed compared to the traditional 

group by approximately 2.0 percentage points (Figure 3.4). Mid scorers from the EXREP group 

performed almost 1.0 percentage point better than the traditional group, with the top EXREP 

scorers outperforming the traditional by 1.5 percentage points. Combining the mid and top scores 

and comparing with the traditional group shows an almost 1.1% increase in accuracy in cloud 

classifications.  

 

Results of the Mann Whitney U test indicate that in comparison with the traditional group, there 

was no significant difference in classification accuracy for any of the EXREP groups (Table 3.4).  

 

Table 3.4 Results from statistical analysis using the Mann Whitney U non-parametric test of rank sum 
values across independent samples. 

Groups Z value P value 

Traditional / EXREP -0.08 0.94 

Traditional / EXREP Low -0.08 0.94 

Traditional / EXREP Mid -0.21 0.84 

Traditional / EXREP High -0.28 0.78 

 
Boxplots indicate the median accuracy value of the traditionally trained group was higher than 

the EXREP full group by 2.7 percentage points (79.2% and 76.5%, respectively; Figure 3.5). 

Median values for the EXREP subgroups were 75.0% accuracy in the EXREP high scoring 

group, 79.2% accuracy for the mid scoring group, to a high of 71.4% accuracy in the low scoring 

EXREP group (Figure 3.6). Hence, the comparison of mean values shown by the histograms 
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(highest to lowest percent accuracy: EXREP high, EXREP mid, EXREP full, traditional and 

EXREP low) differs from the comparison of median values shown by the boxplots (highest to 

lowest percent accuracy: EXREP mid, traditional, EXREP full, EXREP high and EXREP low 

scorers).  

 

Results of classification accuracy by cloud type for traditional and EXREP subgroups show the 

EXREP low and EXREP high group underperformed the traditional group by over 7% and 4% 

respectively (Figure 3.6a). The EXREP mid group outperformed all groups, outperforming the 

traditional group by over 8%.  

For mid-level clouds, the EXREP mid and high groups scored higher than the traditional group 

by over 12% and 5% respectively, with EXREP low underperforming the traditional group by 

over 9% (Figure 6b). For low-level clouds both the EXREP low and high scoring groups 

outperformed the traditional group by over 6% while the EXREP low underperformed compared 

to the traditional group by over 7% (Figure 3.6c). For contrails the traditional group scored over 

7% better when compared to the EXREP low and high groups, while the EXREP mid group 

matched the traditional group with 93.1% (Figure 6d).  Results from the Mann-Whitney U test 

indicate that none of the differences are statistically significant at the 0.05 P-value threshold 

(Table 3.5). However, only the traditional/EXREP mid group shows a slight tendency toward 

statistical significance (Table 3.5).  
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Table 3.5 Results from statistical analysis using the Mann Whitney U non-parametric test of rank sum 
values across independent samples by cloud type based on the modified rubric. 

Category Cloud Type Z value P value 

Traditional / EXREP High clouds 
Mid-level clouds 
Low clouds 
Contrails 

-0.22 
-0.77 
-0.10 
1.1 

0.83 
0.44 
0.92 
0.28 

Traditional / EXREP Low High clouds 
Mid-level clouds 
Low clouds 
Contrails 

0.22 
0.0 
-1.4 
0.65 

0.83 
1.0 
0.17 
0.51 

Traditional / EXREP Mid High clouds 
Mid-level clouds 
Low clouds 
Contrails 

-1.09 
-1.55 
1.78 
0.0 

0.28 
0.12 
0.08 
1.0 

Traditional / EXREP High High clouds 
Mid-level clouds 
Low clouds 
Contrails 

-0.22 
-0.77 
-0.10 
1.5 

0.83 
0.43 
0.91 
0.13 

 
 
An additional comparison was made taking the ratio between observation scores and EXREP 

training scores (OBS/EXREP). A ratio value of 1.0 or above would indicate the participant 

gained sufficient knowledge from the EXREP training to score equally or better than in 

classifying clouds; a ratio value below 1.0 would indicate the training was insufficient for the 

participant to yield successful cloud classification. Figure 7 shows a scatterplot of the 

OBS/EXREP versus observation scores with minimal correlation of R2 = 0.32. Mean 

classification accuracy between the traditional and EXREP training groups (figure 3.8) remain 

the same, with the EXREP low group on par with the traditional group; the EXREP mid group 

underperforming the traditional by 0.6%; EXREP top outperforming the traditional group by 

2.6%.  
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Results of the Mann Whitney U test indicate that in comparison with the traditional group, there 

was no significant difference in classification accuracy for any of the EXREP groups (Table 3.6).  

 
 

Table 3.6 Results from statistical analysis using the Mann Whitney U non-parametric test of rank sum 
values across independent samples. 

Groups Z value P value 

Traditional / EXREP -0.08 0.94 

Traditional / EXREP Low -0.08 0.94 

Traditional / EXREP Mid 0.17 0.86 

Traditional / EXREP High -0.28 0.78 

 
 
Boxplots for the median values for the EXREP subgroups were 76.9.0% accuracy in the EXREP 

high scoring group, 77.3% accuracy for the mid scoring group, to 81.2% accuracy in the low 

scoring EXREP group (Figure 9). Hence, the comparison of mean values shown by the 

histograms (highest to lowest percent accuracy: EXREP high, EXREP full, traditional and 

EXREP mid, and EXREP mid – figure 8). Differs from the comparison of median values shown 

by the boxplots (highest to lowest: EXREP low, traditional, EXREP mid, EXREP high, and 

EXREP full).  

Results of classification accuracy by cloud type for traditional and EXREP subgroups show the 

EXREP mid and EXREP high group outperformed the traditional group by over 0.7% and 3% 

respectively (Figure 3.10a). The EXREP low group underperformed the traditional group by at 

least 6.5%. For mid-level clouds, all EXREP groups outperformed the traditional group; EXREP 

low by 7.3%; EXREP mid by 1.3%; EXREP high by 8.5% (Figure 3.10b). For low-level clouds 

both the EXREP mid and high scoring groups underperformed the traditional group by over 

2.1%, with the EXREP low group outperforming the traditional group by 3.1% (Figure 3.10c). 

For contrails the traditional group scored over 4% better when compared to all EXREP 
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subgroups (Figure 3.10d).  Results from the Mann-Whitney U test indicate that only the 

traditional/EXREP mid group show no statistical significance (Table 3.7).  

 
 

Table 3.7 Results from statistical analysis using the Mann Whitney U non-parametric test of rank sum 
values across independent samples by cloud type. 

Category Cloud Type Z value P value 

Traditional / EXREP High clouds 
Mid-level clouds 
Low clouds 
Contrails 

-0.22 
-0.77 
-0.10 
1.1 

0.83 
0.44 
0.92 
0.28 

Traditional / EXREP Low High clouds 
Mid-level clouds 
Low clouds 
Contrails 

0.65 
-0.77 
-0.31 
-1.09 

0.51 
0.44 
0.75 
0.28 

Traditional / EXREP Mid High clouds 
Mid-level clouds 
Low clouds 
Contrails 

-0.22 
-0.77 
0.52 
1.1 

0.83 
0.44 
0.60 
0.28 

Traditional / EXREP High 
 
 
 

High clouds 
Mid-level clouds 
Low clouds 
Contrails 

-1.09 
-0.77 
-0.73 
0.22 

0.28 
0.43 
0.46 
0.83 
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DISCUSSION 

 
This study was developed to test the efficacy of a modified rubric to better assess the 

performance of the EXREP group compared with the traditionally trained group. The previous 

study on CMAP efficacy for improving cloud classification accuracy encountered participants 

not adhering to the concept mapping approach during the training assignments. Therefore, a 

modified rubric was created (figure 3.1) that incorporated analytical and developmental formats 

to account for both connections participants made with learned concepts and their overall 

comprehension of the training material. This rubric could be applied to either concept map or 

narrative styled responses. This approach would more effectively highlight the efficacy of 

additional training using external representations. 

 

The result of this new approach was that redistribution of EXREP subgroups into more 

predictable outcomes and an incremental improvement of classification accuracy scores with 

increasing EXREP scores (figure 3.4). Results show that the EXREP low group underperformed 

when compared to the traditional group, and EXREP mid and high scoring groups outperformed 

traditional by 0.5% and 1.0% respectively. This assessment is reflective of the modified rubric 

identifying more accurate participant comprehension of the training materials. Though the Mann-

Whitney U test does not show statistical significance of this data, there was an increase in 

statistical significance, specifically when analyzing the traditional/EXREP mid groups, when 

compared to the previous study using an established CMAP rubric.  
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Though there is not a high level of correlation, the R2 = 0.31 of the cloud classification/EXREP 

score ratio shows a higher correlation than just EXREP – classification accuracy scores (R2 < 

0.01). Further study on this approach with an increased sample size is still needed.  

 

CONCLUSION  

 

Participants that responded to the EXREP training did overall perform better than those 

traditionally trained in cloud classification. This was assessed more effectively through a 

modified rubric that took into account the different responses made by the participants and 

highlighted more effectively their comprehension of the training material. The lower scoring 

EXREP group underperformed compared to the traditional group, whereas the EXREP mid and 

high scoring groups outperformed the traditional group. Additional investigation is needed to 

further improve the efficacy of EXREP training when applied to improving data quality.  
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Figure 3.1: Rubric used to assess EXREP responses to the EXREP questions. The equation used 

to determine the overall score: The sum of the number of relevant (or correct) 
prepositions over the total number of propositions identified and the overall 

narrative. 
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Figure 3.2: Scatterplot of EXREP scores vs. observation scores based on participants responses. 

An R2 of < 0.01 indicates no correlation among the data. 
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Figure 3.3: Classification accuracy results of the two main training groups: traditional and 

EXREP; EXREP outperformed traditional training by 0.4%. 
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Figure 3.4: Cloud classification accuracy results based on traditional training, EXREP training 

and EXREP training subgroups. The EXREP low group underperformed compared 
to the traditional group, EXREP and other EXREP subgroups. Results based on the 

assessment using the modified rubric. 
 
 
 
 
  



61 

 
 
 
 
 
 

Figure 3.5: Boxplots of classification accuracy data from (a) traditional training, (b) 
EXREP training, (c) EXREP low scorers, (d) EXREP mid scorers, and 
(e) EXREP high scorers. The classification accuracy scale ranged from 
0 to 100 percentage points. The red lines represent the median value. 

Half of the data fall within the blue box. The lowest an highest quartiles 
are represented by the blue lines. The red dots in c are outliers. 
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Figure 3.6: Mean cloud classification accuracy by cloud type, for participants trained using 

traditional online curricula vs. those trained using traditional curricula plus model 
based reasoning (EXREP) tasks with concept maps, subdivided into three groups 

based on concept map mean scores per participant. A) High level cloud 
classification accuracy; B) Mid level cloud classification accuracy; C) Low level 

cloud classification accuracy; and D) Contrail classification accuracy. Results based 
on the modified rubric for assessing EXREP responses. 
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Figure 3.7: Scatterplot of the ratio of cloud classification accuracy and EXREP scores. R2 is 

higher than previous scatterplot analysis of just cloud classifications (i.e. 
observations) and EXREP results. 
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Figure 3.8: Bar plot results of classification accuracy versus training types. The OBS/EXREP 

ratio was used to categorize participant observation scores. Here EXREP low scores 
are on par with traditional results, where EXREP mid scores are below par with 

traditional scores, and EXREP high scores outperforming the traditional group by 
over 2.5% . 
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Figure 3.9: Boxplots of classification accuracy data, based on the OBS/EXREP ratio analysis, 

from (a) traditional training, (b) EXREP training, (c) EXREP low scorers, (d) 
EXREP mid scorers, and (e) EXREP high scorers. The classification accuracy scale 
ranged from 0 to 100 percentage points. The red lines represent the median value. 

Half of the data fall within the blue box. The lowest and highest quartiles are 
represented by the blue lines. The red dots in c are outliers.   
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Figure 3.10: Mean cloud classification accuracy by cloud type, for participants trained using 
traditional online curricula vs. those trained using traditional curricula plus model based 
reasoning (EXREP) tasks with concept maps, subdivided into three groups based on concept map 
mean scores per participant. A) High level cloud classification accuracy; B) Mid level cloud 
classification accuracy; C) Low level cloud classification accuracy; and D) Contrail 
classification accuracy. Results based on the modified rubric for assessing EXREP responses as 
well as the OBS/EXREP ratio analysis. 
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CONCLUSIONS 

 
This comprehensive investigation on data quality from Citizen science participants demonstrated 

the need for more robust training regiments. MBR techniques, as demonstrated in this work, 

shows promise in addressing this problem. Identification of key issues with data quality 

specifically can also help in developing more accurate MBR regiments. The first stage of this 

investigation went into lengths to identify at least three main errors that were demonstrated by 

Citizen scientists worldwide. Those were 1) Contrail Confusion – being able to decipher 

difference between high level clouds and anthropogenic-sourced emission; 2) Cumulus 

Conundrum – determining the differences between cumulus characteristics between high, mid 

and low level clouds; and 3) Coexisting Clouds – where all level type clouds could coexist 

simultaneously making it difficult do separate the differences. What was common among three 

errors was that determining elevation among these cloud types proved difficult, such as the high 

and mid level clouds, and separating key differences among the cloud types hampered overall 

cloud classification.  

 

These errors were then utilized to develop MBR training in an effort to improve data quality with 

participants. The traditional and MBR training were introduced to them, with the MBR training 

demonstrating minimal improvement in cloud classification. However the MBR responses were 

not representative to the actual engagement of participants in the MBR training, as some of them 

responded outside the intended use of concept maps; an unexpected independence of the 

participant in this investigation. Therefore the rubric used to  assess MBR effectiveness was 

inadequate, and a custom made one that took into account this response variation was 

constructed.  
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The new rubric, which incorporated both holistic and analytical properties, more effectively 

addressed participant engagement and responses. It allowed for a better qualitative analysis as it 

allowed the investigator to better follow the thought patterns and logic of trying to comprehend 

the training. The rubric also allowed to focus more on those that constructed concept maps with 

greater detail and effort. Results of the use of this new rubric showed that the EXREP groups did 

performed better overall. Adopting this approach in developing appropriate rubrics for effective 

and accurate assessments is continually being addressed in other areas in academia (Pandero and 

Jonsson, 2022; Baker et al, 2020; Arribas et al, 2017; Brookhard, 2018; Cargas et al, 2017; 

Dawson, 2017; Sasiprabo et al, 2017). 

 

Throughout this investigation, participants were engaging with the training and appeared to 

improve overall in their data collection. Both training types provided them with a means for 

more effective engagement and opportunity for increased comprehension of the material. Future 

study in this area should consist of a model-based reasoning approach that adopts other types and 

means of responding to training, as well as develop a customized rubric that is specific to that 

training.  
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