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ABSTRACT 

When SCADA systems were first introduced into society, a lot of manpower was required 

for monitoring and controlling devices within critical infrastructures. With the increasing demand 

for services and growing systems, a need arose to automate the monitoring and controlling tasks. 

This led to introduction of networks into SCADA systems to enhance monitoring and control 

capabilities, that can scale with system size and requirements. But this introduction of network 

layer along with its advantages, also introduced a new threat surface which exposed multiple 

vulnerabilities within the system that can exploited to launch attacks, that led to the integration of 

security features in existing protocols or creation of new security-based protocols. When 

communication protocols such as IEC 60870, IEC 61850, Modbus, and DNP3 were initially 

designed for SCADA systems, these were developed without security features since their objective 

was to be an open standard that provided interoperability among all the devices that are available 

in the market. Eventually, when cyber-attacks began to emerge within SCADA systems, this 

pushed developers to release newer and secure versions of their protocols. The purpose of this 

thesis is to specifically analyze the security challenges and constraints within critical 

infrastructures in terms of implementation, and why Distributed Network Protocol Version 3 

(DNP3) communication protocol for SCADA systems, and how its security features could be 

improved. The advantages of DNP3 over other SCADA protocols include its reliability, efficiency, 

and real-time transference of data, along with capabilities to support implementation of several 

standard data formats and data synchronization. It advanced through multiple versions since its 

launch, and currently in its sixth version provides devices with advanced capabilities to collect and 

acquire information during operation. Despite its advantages, security and cryptographic features 

were not integrated till fifth and sixth versions. With recent security additions, the protocol 

provides integrity, encryption options to protect the messages being transmitted and received 

within a communication link, and secure authentication to verify the authenticity of control 

messages sent to destination devices. Vulnerability and attack resistance analysis in DNP3 is in 

developmental stages. In this work, we conducted an extensive security analysis on the modes of 

operation of DNP3, its topologies, along with additional features that could be incorporated into 

its security to make SCADA communications more secure. 
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CHAPTER 1: INTRODUCTION 

 When industries first began to build power grids, a method to monitor and control the 

components of the system was implemented by the Supervisory Control and Data Acquisition 

(SCADA), which consists of a group effort from the outstations, master stations, and the human 

machine interface, controlled by operator. This system gave the companies an ability to interact 

with sensors and actuators to both collect data and control the devices of the grids. However, as 

power grids continued to expand and scale, requiring a greater number of components from which 

to gather information, a need to manage power grids more effectively arose, leading to the 

implementation of the Smart Grid, that allows devices of the grid to be connected to the network. 

Through specialized communication protocols, SCADA systems now are capable of faster 

collection of data as well as facilitate interaction between devices of the power grid.  

Even though the implementation of this new technology brought forward many 

advancements to the power grids, it has also exposed them to the dangers of the networks, and this 

becomes highly important as compromised devices being can critically affect or, ultimately, 

compromise the SCADA system. There are two categories of attacks in SCADA systems; first are 

the passive attacks which are just listening on the network without making any changes or 

attacking systems, and the second are active attacks which are the type of attacks that hinder the 

communication and damage the systems. Recent attacks in SCADA communication include the 

Denial of Service (DoS), eavesdropping, Man-In-The-Middle, and system break-in, which should 

be avoided. As a result, security implementation in communication protocols is becoming a 

priority to ensure power grids have protection and can keep offering the services to customers. 

Even though SCADA security is in developing stage and systems are vulnerable to attacks, 

there are some defense mechanisms developed against some cyber-attacks, depending on the 

communication protocol utilized for the system. In this thesis, SCADA system security when 

implemented with the Distributed Network Protocol version 3 (DNP3) communication protocol 

will be analyzed for each of its protocol stack layers and its interactions, respectively. Moreover, 

the possibilities of having attacks on a system will never be zero so, the implementation of this 

protocol shall deeply study the security interactions to build SCADA systems that self-heal from 

active attacks and have resiliency to continue operation even in case of attacks. 

Currently, DNP3 is the leading communication protocol being utilized in North America 

for implementation. However, since the release of the DNP3 protocol, which came with a weak 
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protection against attacks, many versions of the protocol have been released. In addition, not all of 

the devices being sold in the market are provided by the same vendor. So, security implementation 

and testing of the DNP3 protocol that offers interoperability in power grids to add devices from 

different manufacturers while still maintaining the intended performance, will provide insight on 

how communication interactions should be made resilient without compromising the flexibility of 

the protocol to enhance grid security. 

 

1.2 Trends in SCADA Communication 

 

      The automation of SCADA systems brought new trends in communication technology of the 

grids, below we will discuss the communication protocol updates in SCADA systems over time: 

 

• Before SCADA systems’ automation, manpower was utilized to perform these tasks. 

• Proprietary communication protocols were used, which were designed for short distance 

point to point communications 

• Automation and Networking: With a growing demand in services, automation and 

networking was starting to be introduced in SCADA systems in mid-90s.  

• Complex Architectures: This shift has evolved into complex mazes of interconnected 

systems, intelligent electronic devices, and other equipment, running and talking on 

proprietary communication media and protocols. 

• Introduction of SCADA specific Communication Protocols: Eventually with a growing 

system so large, short distance communication wasn’t the most efficient, and a new set of 

SCADA Communication Protocols such as Inter-Control Center Communications Protocol 

(ICCP), Modbus and Distributed Network Protocol (DNP) were introduced. 

• Interoperability: One key challenge in facilitating seamless SCADA communication was 

divergence in protocols and methods different device manufacturers and vendors used in 

Industrial Control Systems (ICS) and Energy Markets. This led to update of 

communication protocols to interoperable protocols, such as DNP3 and Modbus over IP, 

where device manufacturers, vendors and users can agree on a common language and 

medium through use of ethernet (TCP/IP). 
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1.3 Trends in SCADA Communication Security 

 

Along with trends in communication, there have been changes over the communication protocol 

security in SCADA systems. Below we will discuss the trends in SCADA communication 

protocols' security: 

 

• Proprietary communication protocols are inherently insecure since they were designed 

point to point communications with single wiring. 

• SCADA communication protocols were designed only for seamless communication but 

haven’t considered any security measures. 

• It is evident that “Almost all traditional communication protocols lacked security measures 

such as authentication, authorization, or encryption” 

• Even though the traffic between all these devices was wide open, plain-text and easy for 

manipulation and attack, there were very few attackers that could make it onto those 

communication networks. It had to be someone inside the ICS facility with the equipment 

and the knowledge to be able to manipulate the system.  

•  But the integration of ethernet/internet in interoperable SCADA communication protocols 

expanded threat surface to an extent unimaginable, creating vulnerabilities that attackers 

anywhere in the world could exploit by connecting remotely. 

 

Security was not an eminent part of SCADA communication protocol design. “Security is an 

afterthought in all existing SCADA communication protocols, that started becoming priority after 

numerable cyber threats emerged.” 

 

1.4 Motivation & Purpose of this Work 

 

SCADA communication, the protocols that facilitate interactions and their security plays a major 

role in overall SCADA system security. Despite communication being the strongest pillar that 

facilitates automation in SCADA systems, security and cryptographic mechanisms were not added 

to these protocols till 2010s. SCADA communication protocols were not initially designed with 

security and were primarily designed to offer seamless communication, but with increasing attacks 
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on SCADA systems security inevitably became a part of SCADA communication. “This shift has 

not aided for new design of communication protocols that had in-built security, but only focused 

on the integration of existing security mechanisms with communication protocols that are in use 

in SCADA systems.” This is because SCADA systems already had communication protocols that 

provided interoperability and adding security to those without disturbing the operation has become 

a wise choice, since updating the systems with needed computational hardware to facilitate such 

interactions in large scale systems is significantly expensive. As a result of such choices, security 

mechanisms are being tested in plug and play mode to check which works well/ which doesn’t 

work well for SCADA communication. One such major communication protocol being tested and 

used in ICS and energy grids is Distributed Network Protocol 3 (DNP3) which is not only 

interoperable but also has some integrated security mechanisms. The integration of security in 

DNP3 protocol has brought protection features against some attacks in SCADA systems but also 

brings new communication surfaces and vulnerabilities at IT-OT (Information Technology -

Operational Technology) space to light, which should be studied in-depth and addressed to have a 

safe and secure operational environment. Among all the existing SCADA communication 

protocols DNP3 is good choice for enhancing SCADA system security, because DNP3: 

 

• Provides time-stamped messages that indicate changes 

• Is an Open-source protocol between manufacturers, vendors and users 

• Is built with architectural stack and doesn’t need protocol translators or add-ins for 

communicating over the internet 

• Supports multiple topologies for implementation 

• Supports different communication modes such as Polled and Quiescent  

 

This work primarily focuses on in-depth analysis and key aspects of security implementation such 

as operational security modes, session set up and connections; in existing security versions of 

DNP3 protocol. Despite being released in 1993, cryptographic mechanisms were not added to 

DNP3 protocol till 2012, and the added security mechanisms are undergoing operational testing to 

see if they are suitable for resilient operation. This work will provide a formal security analysis 

and features of DNP3 protocol’s security, that will help in understanding operational elements and 

communication exchanges required for enhancing resilient and self-healing nature of SCADA 
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systems. Since Industrial Control Systems and Energy grids are important critical infrastructures, 

where system disruption due to cyber-attacks not only affects machines in the network but has 

potential to control and disrupt physical systems connected to compromised machines. Analysis 

of issues at communication interface and their impact on cyber physical systems security is very 

important not only to protect the system from intruders and ensure system stability & availability, 

but also to ensure safe operation of system in order to protect people working on such premises.  

 

1.5 Document Organization 

 

 The organization of this thesis document will first begin with Chapter 2, which gives an 

introduction of what SCADA systems entail. First it shall describe the different devices utilized 

and implemented within SCADA systems, and how these devices exchange information when 

communicating. Next, the chapter shall discuss how the SCADA systems transitioned to the 

internet and, moreover, mention the benefits and risks for transitioning, and the explanation of the 

most common SCADA protocols being utilized. 

 Next, Chapter 3 discusses the different types of security objectives found within the 

SCADA systems to ensure the success of the system. Next, the chapter discusses the categories of 

attacks and the different types of attacks targeting the SCADA systems, and the explanation on 

how each attack have a specific target within the system. 

 Chapter 4 talks about the DNP3 communication protocol. The chapter begins by illustrating 

what is the architecture of the protocol and how a message is created by a device to later be 

transmitted to its intended destination. Next, it is discussed what are the benefits and advantages 

of utilizing this communication protocol for a SCADA system. 

 Chapter 5 discusses the problems found within legacy systems, and their lack of hardware 

for computationally intensive security algorithms. In addition, how having very complex systems 

being implemented can have advantages and risks from the implementation. Now, the chapter also 

discusses the scalability issues found within the system. Finally, it is mentioned how all these 

issues can be resolved by having a different approach towards the solution. 

 Chapter 6 talks about how the DNP3 Secure Authentication Version 5 (DNP3 SAv5) 

implements a mechanism utilized by the protocol to secure the messages being transmitted 

between the devices and how a session is initially established among the devices. 
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Chapter 7 talks about the changes made to the 5th version, and now DNP3 SAv6 

implements a new solution while still addressing all the security challenges from DNP3 SAv5. 

Now, within this chapter, we also discuss about the implementation details and explain how two 

devices interact and demonstrate a successful communication between them. At last, chapter 7 

talks about the differences between 5th and the 6th versions of the protocols and why the new 

changes mentioned are made.  

Chapter 8 concludes the thesis and talks about future additions to DNP3 protocol security. 
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CHAPTER 2: SCADA SYSTEMS 

When industries were operating in the mid-20th century, men worked on controlling and 

monitoring the devices that were utilized by infrastructures. Eventually, due to the fact that these 

infrastructures needed to expand and scale to a wider area, a problem arose where relying solely 

on manpower to continue the control and monitoring tasks wasn’t enough. Multiple attempts were 

implemented to create a solution to keep men on these stations yet, eventually managers realized 

that expanding infrastructures needed a new and optimal solution to keep working at the same pace 

therefore, an implementation to fully automate the tasks came about; and this is when Supervisory 

Control and Data Acquisition systems were introduced. 

With passing years, heading to the 21st century, the introduction of microcontrollers and 

new technology began to make SCADA systems more relevant for the automation of critical 

infrastructures. Now, within the industries there are facilities and services which are classified as 

crucial for the security, safety, and economic well-being of companies and, most importantly, the 

people; as a result, they have been starting to get entitled as critical infrastructures. Some examples 

of these are telecommunications, the transmission of information between two endpoints by cable 

or other technologies, transportation, such as subways, tramways and buses, power infrastructures, 

distribution of power from chemical, water, wind, and solar power generators. All these critical 

infrastructures need to be monitored constantly in order to provide the best service for the people. 

Moreover, where repetitive tasks were found within the infrastructures, where not even getting the 

biggest number of men for the job was feasible, this is where the implementation and the growth 

of the system became critical, and automating it was the only option. As a result, SCADA systems 

began to be implemented among all the critical infrastructures to keep up with scaling and 

expansion of systems. 

 

2.1 Devices in SCADA Systems 

 

SCADA system is composed of an operator, human machine interface (HMI), master 

terminal units (MTU), remote terminal units (RTU), and the field devices. As a result, it can be 

depicted as a hierarchy on how the SCADA systems functions and how it collects the information, 

as shown in figure 1. Now, to commence on the explanation on the components of the SCADA 

system, first the operator and the human machine interface; the operator is the person assigned to 
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manually see how the whole operation within the SCADA system is. In addition, the operator sees 

how the collection of information is happening and if any changes need to be made within the 

system; and if the operator sees fit, any changes can be made with the help of the human machine 

interface. Now, the human machine interface, as the name implies, it is a computer that has access 

to all the information that is being collected from all the devices and depicts a representation to 

the operator, and this information gets updated in real-time. So, both of these parts of the SCADA 

architecture stand at the top of the hierarchy, since any decision being made, and the power to 

make those changes resides within this pair.  

Moving on, another important part of the architecture are the master terminal units or 

master stations. These devices must have at least two connections; one for the human machine 

interface or to another master terminal unit, and to a remote terminal unit. The reason for the type 

of connection is because of the tasks that it has at hand, but the main task of the master station is 

to collect the information of the remote terminal units and report this information back to whoever 

it is reporting to, respectively. Now, as mentioned before, these devices can have multiple 

connections because, first, the master terminal unit can be connected to multiple remote terminal 

units, and they are all reporting back to it all the information that they are collecting. On the other 

hand, if the SCADA system has expanded greatly, then a hierarchy can be that this master station 

is now reporting to another master station above in the hierarchy. So, as the SCADA system grows, 

the hierarchy grows with it.  

The next component of the architecture are the remote terminal units or outstations. For 

the remote terminal units, one of their main tasks will be to collect the readings and the information 

from the field devices themselves. And the field devices are the sensors or the actuators that are 

out in the field and they are measuring the information that they are being exposed to. Now, the 

remote terminal units will be the ones to collect this information and report it back to the master 

terminal unit which they are connected to. One thing to note is that these can be compared to the 

master terminal units only in the case that the remote terminal units are also designed to be 

connected to multiple field devices and collect their data simultaneously, because it would be cost-

ineffective to have one remote terminal unit to a single field device, if that were the case, then the 

field devices would be connected instead directly to the master terminal unit. In addition, the ability 

of both the master terminal unit and the remote terminal unit to adapt for scalability is what brings 

the full potential of the SCADA systems when they are implemented to critical infrastructures and 
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that is why they are relied upon as the solution to collect and interact with the information from 

the field devices. 

 

 

Figure 2.1 – Supervisory Control and Data Acquisition Architecture 

 

In brief, with all the components of the SCADA architecture together, an example can be 

when a sensor from a field device is working as intended but, all the sudden, it begins reporting to 

the outstation the same measured value as it reported in the last 10 readings. This will immediately 

be reported back to its master station, respectively, and go up the hierarchy all the way to human 

machine interface to notify the operator that there is a sensor that isn’t working properly and then 

is when action can be taken from part of the operator to make changes as seen fit. In addition, any 

other failures that happen within the network can be attended to and be dealt with to an extent, 

because maybe that one sensor just sent 10 same readings by error and then it continued working 

as intended, or the case can also be that multiple sensors also send the same readings, and this is 

where a major failure must be dealt with. Moreover, the damage can range from a single sensor or 

actuator to a whole outstation or major area of the SCADA system. 
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2.2 Transitioning to the Internet 

 

     With the continued expansion of SCADA systems being greater, to cover a wider area of 

systems and devices, a new problem arose for SCADA systems where now they needed to have 

communication in a wider rang. So, with the technology of the internet and implementing this 

medium for information to flow through the network and reach from one destination to another in 

a matter of seconds became a viable solution to upgrade the systems. However, now with the 

systems being connected to the network, it exposes them to the dangers of the cyber world and 

security issues within the systems. As mentioned before, there can be physical failures from 

sensors and actuators themselves, but there can also be now software failures within the SCADA 

systems normally or can also be through cyber-attacks, which can have a broader range of targets, 

including the master and remote terminal units. If it is a cyber-attack against the system, it can 

have serious consequences on the critical infrastructures and as a result, can affect the safety of the 

people and the services utilized by the public. For example, an attack on the systems can be where 

an adversary can completely shut down a power grid therefore, leaving the public with no 

electricity until the issue is resolved, and depending on how big the attack was, the system can be 

rebooted in a time span of 5 minutes to 5 weeks or even more. So, having the correct security 

implementation for these crucial systems is essential for well-being of everyone who uses its 

services and any individual who is affected by these services.  

 Now, with the transition of SCADA systems now being connected through internet, every 

system needs a communication protocol depending on the type of application that the system is 

part of, nevertheless, every communication protocol should come with security implementation 

for secure and safe transfer of the messages between each of the devices mentioned in the 

architecture i.e., from the field devices all the way back to the human machine interface, and vice 

versa. In this thesis, Distributed Network Protocol Version 3 (DNP3), and further details of its 

communication features will be discussed in the following chapters.  

 

2.3 Different Compliant Protocols for SCADA Systems 

 

 Aside from the DNP3 protocol capable of being implemented in SCADA systems, other 

compliant protocols are IEC 60870, IEC 61850 and Modbus. The mentioned protocols are similar 
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to DNP3 based on the physical medium that they utilize to communicate, which is with ethernet. 

Now, ethernet is a connection-based method of communication among devices and the major 

benefit that it provides is that it ensures stable transmission among the devices and since only the 

required devices must be connected to the SCADA systems, having multiple ports isn’t a problem 

in this case. So, the first protocol IEC 60870 is mainly utilized in within the power industry for 

automating the system by performing remote controlling and monitoring of each of the devices. 

Next, the protocol IEC 61850 is also utilized within the power industry and one of its features is 

that for its topology, it connects the human machine interface directly to the connected field 

devices that make up the system. Compared to the architecture shown in figure 1, since IEC 61850 

doesn’t utilize master terminal units or remote terminal units, then this is where the human machine 

interface must be implemented with bigger capabilities to keep up with all the reporting 

information that the field devices are picking up from the surroundings. Finally, the other 

compliant protocol is Modbus and one of its biggest features is the different types of 

communication that it offers, more specifically, meaning that Modbus doesn’t require devices to 

connect on a proprietary network to communicate and send information; devices just need to 

connect to one of the multiple Modbus variants and they’ll be connected to the network. Moreover, 

because of this feature is what allows Modbus to be easily deployable and eases the interconnection 

for the industrial devices.  
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CHAPTER 3: TYPES OF ATTACKS 

 As mentioned previously in chapter 2, since the SCADA transitioned to automating the 

system with internet connectivity has surrendered the system itself to potential cyber-attacks from 

adversaries. For this chapter, attacks that can cause harm to the SCADA systems will be listed 

between two subchapters, active attacks, and passive attacks, respectively. 

 Now, a cyber-attack is identified as an attack from adversary utilizing either a computer or 

a physical media (i.e., USB stick), and this attack can be towards a single computer, or it can range 

to group of computers. Moreover, cyber-attacks can have targets, and these can be the ones that 

cause the most harm since, for example, adversaries can deny the service to someone trying to 

access information; they can see information that wasn’t directed to them; or, ultimately, 

compromise an entire system. Now, the last example would be the worst-case scenario for a kind 

of attack because, as mentioned before, SCADA systems are implemented in critical 

infrastructures, and these directly affect the public safety so, having resiliency in the system should 

be a minimum to prevent anything close from happening. 

 

3.1 Security Objectives 

 

As mentioned previously, since SCADA systems are implemented within critical 

infrastructures, then any changes being made directly impact the public safety so ensuring that the 

systems are meeting the required security objectives is important to both keep important 

information and access to the infrastructures out of hands reach from anyone who isn’t authorized 

to use it.  

 

3.1.1 Availability 

 

 The first security objective that SCADA systems should ensure is availability. Availability 

refers to the system itself, since the system should have the ability of communicating the 

transmitted messages and receiving the messages as well, from the operator to field devices and 

vice versa. Moreover, the operator is one of the main parts of the system for which availability 

shouldn’t be an issue because having access to late readings from the system could delay making 

important decisions which could overall make an impact on the system.  
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3.1.2 Authorization 

 

Moving forward, the second security objective is having authorization. This objective 

refers to who can access the system and who can’t. Now, the main concept for this objective can 

be towards the operator, for which they should have their login information to access the human 

machine interface and interact with the system, but this also applies to all the other devices as well, 

such as the master terminal units and the remote terminal units. For example, when the operators 

are functioning within their role, they don’t have to necessarily be monitoring each of the master 

stations or outstations within the system, each master station can take decisions based on what it’s 

appropriate for its linked devices. So, authorization also applies to all of the devices that are 

communicating important information through the network. 

 

3.1.3 Integrity 

 

The third security objective is the integrity within the system. Ensuring that the 

communication between the devices remains intact and that no messages are being modified is of 

great importance because if messages were to be modified and implemented by the receiver, then 

unintended damage could be caused to the system.  

 

3.1.4 Replay Protection 

 

Another important security objective is having replay protection. Now, there are replay-

attacks which are when a message that was already sent is sent a second time by an adversary. As 

a result, this can greatly exhaust the receiver’s computational resources by having to execute the 

same task more than once when it could focus on another message. So, having protection against 

these messages is important to avoid the waste of the device’s resources.  

 

3.1.5 Non-Reputability 

 

Finally, the last security objective is non-reputability. This last objective refers to the fact 

that any message or action being sent by either the operator, master terminal unit, or remote 
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terminal unit should be able to be identified without question. If the case arises where a message’s 

source device can’t be identified, then this is when the receiver should be immediately aware that 

the device that made the message is most likely not part of the system, and the message should be 

discarded. Now, each of these security objectives have their own vulnerabilities that can be 

exploited and can potentially harm the system and cause damage, however, by ensuring that these 

are protected to a certain extent, since every attack can’t be predicted, then in this way the system 

can become resilient to cyber-attacks and protect the safety of the public. 

 

3.2 Category of Attacks 

 

 Now, there are two categories for the attacks that target SCADA systems, there are passive 

and active attacks. First, a passive attack is the attack that targets the information that is being 

transmitted among the devices however, this information is not tampered with or modified, instead 

an adversary that got access to this link is instead listening or reading the information. So, this 

attack creates no harm to the system but, in any case, it must still be prevented because if the case 

happens where the adversary gets a hold of important information, then more sophisticated attacks 

can be prepared, launched, and cause bigger damage to the system. On the other hand, active 

attacks target either a specific device or the ongoing communication that is happening among two 

devices. The main objective from this category of attacks is to make the overall system unusable 

where communication takes longer, or messages are modified, and the receiver performs an 

unintended action compared to what the source had generated. So, these types of attacks can 

become dangerous if they are not detected within the system, because if left unchecked, then the 

attack can keep growing and, ultimately, compromise the system. 

 

3.3 Passive Attacks 

 

As mentioned before, passive attacks are the ones who don’t cause any harm to the systems 

or the communication because no modification or infiltration is happening, yet there are 

unauthorized users who are accessing a type of information which they shouldn’t be able to. 
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3.3.1 Eavesdropping 

 

Now, a kind of attack that falls under the passive attacks category is eavesdropping, shown 

in figure 2. Eavesdropping is when an adversary infiltrates itself into the system without being 

detected and can listen in to the conversation that is happening within the network with no 

authorization. Moreover, eavesdropping doesn’t necessarily cause any damages to the SCADA 

systems; if the adversary doesn’t find any useful information, then this information can be 

discarded, and no damage is created. However, if the adversary gets a hold of important 

information within the communication of the devices, then this is where it can become hazardous 

because the classified information can now be used to cause harm into the system. In the case of 

the SCADA system, for example, the eavesdropper can potentially be listening the communication 

between a master terminal unit and a remote terminal unit, and for the most part they can be sharing 

information about what the outstation is reporting, but the adversary can also listen on, perhaps, 

the sharing of an authentication key that only the master and outstation should know, and this can 

cascade to bigger attacks from the adversary. 

 

 

Figure 3.1 – Eavesdropping Attack 

 

3.4 Active Attacks 

 

 Passive attacks can have or not a specific target, but for the most part they just listen on the 

traffic on the network however, active attacks are different since these types of attacks do intend 
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harm on the communication or the system itself by overwhelming a receiver; tampering with the 

communication of two devices that are communicating; or intercept messages and modify them 

entirely from the original intention behind the action. So, the following set of attacks will illustrate 

the category.  

 

3.4.1 Denial-of-Service 

 

Now, the first type of attack shall be the Denial-of-Service ash shown in figure 3. This 

attack’s primary objective is to cause limitations on the system, and the limitations can range from 

having delayed messages to having a complete denial of service to the feature that the device or 

operator are trying to use. Moreover, this attack works by overwhelming the receiver with 

unwanted messages, and due to the fact that the receiver must check first if they are legitimate or 

not, then this consumes a portion of its resources. Now, when many more messages keep arriving 

to the receiver, then this is when all of its resources are working at full capacity to see every 

message and, ultimately, creates a denial of service for other devices that are trying to reach and 

communicate with the device that is being attacked. Furthermore, since this attack is targeting the 

communication between devices, then the security objective that is being compromised is 

availability. 

 

 

Figure 3.2 – Denial-of-Service Attack 
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3.4.2 Spoofing 

 

Another kind of active attack that targets SCADA systems is spoofing, ash show in figure 

4. This attack hinders both the authentication and the authorization security objectives by an 

adversary successfully infiltrating within the system and having the authorization to give 

commands to the devices. Moreover, this attack can be disastrous because the fact that the 

adversary can now communicate successfully with the devices that it is linked to, and it can be 

authorized to also send harmful messages to each of the devices and implement what the adversary 

sends depending on the commands sent, and unless the linked devices have an intrusion detection 

system implemented into it, then this is when the SCADA system must be resilient to the attacks 

that are being sent by the adversary until a new set of keys are distributed to the devices to re-

authorize them. So, overall, this active attack can have a big impact on a portion of the system, 

and spoofing doesn’t necessarily need to be strictly targeting the important devices that are high 

in the hierarchy, they can also target and infiltrate themselves as an outstation, but the most that 

they’d be able to do is to stop collecting the reported information from the field devices. 

 

 

Figure 3.3 – Spoofing Attack 

 

3.4.3 Man-In-The-Middle 

 

 The third kind of attack that targets SCADA systems is the man-in-the-middle, as shown 

in figure 5. Now, this attack targets both the authentication and integrity security objectives. First 
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the authentication security objective is being infringed because the man-in-the-middle attack is 

similar to spoofing in regard to an adversary successfully infiltrating itself within the system but 

now in this case, the adversary, as the name of the attack implies, the adversary is in the middle 

between the communication of two devices. Now, for example, if the two devices that are talking 

is a master station and an outstation, the master station is responsible for sending messages check-

in messages for when the outstation doesn’t send its reporting messages every so often, but if a 

successful man-in-the-middle attack was made, then that means that the adversary was 

authenticated. Moreover, the messages that are being sent by the master station can be modified 

by the adversary and an intended message to provide an update on the information being captured 

by the field devices can change entirely to make the outstation reboot entirely, and this is the reason 

why the second security objective of integrity is compromised by this attack. So, just like spoofing, 

having man-in-the-middle attacks within the SCADA systems can have big impacts on it and they 

can scale from small attacks, such as reboots, to bigger attacks that can damage the overall working 

of the system. 

 

 

Figure 3.4 – Man-In-The-Middle Attack 

 

3.4.4 Replay-Attack 

 

The last kind of attack that targets SCADA systems are the replay-attacks, shown in figure 6, and, 

as mentioned before in the security objective subsection, the security objective that it compromises 

is replay protection. Now, this attack is similar to Denial-of-Service in which both attacks aim to 
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overwhelm the target device by leading it to waste its computational resources. Moreover, replay-

attacks take a legit message that was fabricated by an authenticated device within the SCADA 

systems, and then it replays the message by sending it once again to the receiver therefore, since 

the message was authentic, the receiver will execute the instruction of the new message, even 

though it had already executed the same instructions with the previous received message. So, in 

the same case as Denial-of-Service attacks, the SCADA system should be able to identify when 

the received messages are duplicates from previous messages sent and shall be discarded to protect 

the devices. Now, with both types of attacks described and mentioned the attacks that fall under 

each category, respectively, an optimal SCADA system should, at the least, be able to stay resilient 

to the attacks from adversaries because, the fact is that all cyber-attacks are unpredictable and some 

attacks won’t be able to be discarded or be dealt with on the spot; so a system that is resilient and 

keeps operating under these circumstances is the optimal system to keep critical infrastructures as 

safe as possible. 

 

 

Figure 3.5 – Replay-Attack 
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CHAPTER 4: DISTRIBUTED NETWORK PROTOCOL VERSION 3 

 When SCADA systems continued growing and expanding, a demand for a communication 

protocol was growing as well. This was because either the protocols available wouldn’t meet the 

system’s requirements or the protocols weren’t interoperable, meaning that only devices from the 

same manufacturer were to be utilized for the system since the manufacturer would implement a 

specific protocol for their products.  

 

4.1 DNP3 Architecture 

 

 Now, in the late 20th century, a modification of the Open Systems Interconnection (OSI), 

developed by the International Organization for Standardization (ISO), from its 7-layer model, a 

three-layer model was proposed by the International Electrotechnical Commission (IEC) tailored 

specifically for the communications within the SCADA systems, and it became to be known as the 

Enhanced Performance Architecture (EPA) model. Moreover, based on the model two 

communication protocols were developed with the function to work for the benefit of the SCADA 

systems, and these were the Distributed Network Protocol 3 and the IEC 60870-5-101.  

 

4.1.1 Physical Layer 

 

 As shown in figure 7, the architecture of the DNP3 communication protocol is shown. 

Starting from bottom to top, the first layer is the physical layer. Now, the physical layer is 

responsible for being the medium between the receiver and the transmitter because this layer will 

be the one that transmits when the device wants to communicate with another device and vice 

versa. Moreover, the methods of communication that the DNP3 protocol utilizes are half-duplex 

and full-duplex. Now, half-duplex is when the communication between two devices is both ways, 

so either device can transmit and receive messages however, half-duplex only allows the 

communication to happen at once, so one device gets the opportunity to transmit and the other to 

receive, then the second device now gets the opportunity to transmit afterwards. On the other hand, 

full-duplex is when both devices are communicating at the same time, so they can both be 

transmitting and receiving simultaneously. Furthermore, since DNP3 supports different types of 

topologies for communication, another important task of the physical layer is to keep all of the 
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incoming message in order to not mix up all of the data being received and depending on the 

communication method implemented, the device can attend to the replies for each of the devices, 

respectively.  

 

4.1.2 Data Link Layer 

 

The next layer within the DNP3 architecture is the data link layer. Now, this layer has an 

important task at hand since it maintains the transmission between two devices that are 

communicating. So, the data link layer ensures that the communication between the two devices 

is still going because during the transmission errors can be occurring, and while these are avoided, 

the data link layer can still correct these and keep the transmission. The data link layer is also 

responsible for converting the link service data units (LSDU) – which is the output from the 

transport layer, the transport data units (TPDU) – to link protocol data unit (LPDU), and the result 

of the LPDU will go to the physical layer with the source and destination addresses, a control byte, 

and the cyclic redundancy cycle (CRC) generated codes, and all of the appended bytes to each of 

the fragments will result in an LPDU frame of 292 bytes.  

 

4.1.3 Pseudo-Transport Layer 

 

The following layer in the architecture is the transport layer. Now, as mentioned earlier, 

the EPA model is only a three-layer model however, the transport layer is not the final and third 

layer for the DNP3. The transport layer is added to the architecture and counted as a layer because 

it is limited contribution to the DNP3. Moreover, the transport layer is called pseudo-transport and 

it is made of two layers, the limited transport layer, and the limited network layer. So, the job of 

the transport layer is to receive the data that is being sent from the above layer, the application 

layer, and since this data is big, transport service data units (TSDU), and has a total size of 2048 

bytes, these get shrunk down into chunks of data, TPDU, with a maximum size of 249 bytes so the 

data link layer can fit each of the TPDU’s into the frames for the message transmission. Moreover, 

the transport layer is also responsible for doing the same job but the other way around when there 

is incoming data to the device. The incoming messages come in the format of TSDU’s, and the 

transport layer converts them to TPDU, 2048 bytes message, for the application layer.  
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4.1.4 Application Layer 

 

Now, the last layer of the architecture is the application layer. The main tasks of the 

application layer are to collect data from the user, which is turned into the application service data 

units (ASDU), so it can be sent either to a connected master station or to an outstation. In addition, 

requests can be created which are meant to be sent to the outstations and these include commands 

to be executed, or simply send data to the outstation or request any data from it. In any case, the 

ASDU’s are turned into application protocol data units (APDU), with a total size of 2048 bytes, 

which is utilized as input for the transport layer.  

 

 

Figure 4.1 – Distributed Network Protocol Version 3 Architecture 

 

4.2 DNP3 Message Build-up 

 

 Moving forward when all the layers are working together, then this is when the DNP3 

protocol shines and creates a message to be transmitted to another device and the receiving device 

can decipher what was sent in the message. Now, to reiterate the mentioned architecture, for 

example, the user requests are collected by the application layer, which is turned into data 

fragments, then this information is passed on to the transport layer which then breaks each of the 

blocks of information into smaller fragments of data to be sent as input for the data link layer. 

Next, after the data link layer has established the transmission, then to the received fragments of 

data, the addresses and security is added to the information so it can’t be deciphered – only by the 

receiver – and, at last, it is transmitted by the last layer of the architecture, physical layer, as shown 

in figure 8 with the building of a message. 
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Figure 4.2 – Distributed Network Protocol Version 3 Message Structure 

 

4.3 Importance of DNP3 

 

Currently, DNP3 is the leading protocol, within North America, that it is being utilized and 

this is because of the benefits that it offers. As shown earlier in figure 4.2, DNP3 has the ability of 

breaking down the collected data from a user’s request, and this data goes through a 

transformation, and this is important because it allows the system to pick up on any errors being 

produced, so they can be fixed. Moreover, the fact that the messages get broken down into multiple 

fragments, it allows for faster transmission and enables for faster communication between the link 

on the devices. Another important feature for DNP3 is being able to time stamp, which is the ability 

to add the time and date from when a message was manufactured and add this information to the 

message that is being sent out to a receiver. Knowing this information of when a message was sent 

is crucial because in the case that there was a fail in the system, the root of the cause can be tracked 

down by pinpointing the exact time that the failure happened and, most of the time, the cause could 

have been due to an attack on the system, therefore tracking down which message was sent at what 

time can save the operators time to resume the operation within the system.  

In addition to the features provided by DNP3, there are also immediate and long-term 

benefits from utilizing the communication protocol. Now, the biggest benefit from the protocol is 

the ability to offer interoperability within the SCADA systems utilizing different manufacturer’s 
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products. This provides a big opportunity for a company to not rely on a single manufacturer, 

because if the company only relied on a single manufacturer, then prices for maintainability and 

services would be very high. Now, acquiring products from different manufacturers might provide 

higher quality and performance and among all the competitors that are selling on this market, 

demand would remain the same among them. Touching back on interoperability, on the long run, 

while the system keeps growing and scaling, when new devices are being implemented into the 

network, since DNP3 is interoperable with other devices with the same protocol, no protocol 

translator would be required to initialize the device into network while still being able to provide 

a reliable and efficient transmission during the communication with the SCADA systems.  

 

4.4 DNP3 Topologies 

 

Another major and important feature from DNP3 is its ability to support a versatile topology 

implementation for SCADA systems. As shown in figure 4.3, the different topologies that are 

being demonstrated are direct connection, multidrop, hierarchical, and multiple master topologies. 

The most common type of topology is the direct communication, which is the connection of a 

remote terminal unit to a master terminal unit, or if the master terminal unit is serving as a slave, 

a direct connection between it and another master terminal unit higher in the hierarchy. In addition, 

the multi connection topologies are both multidrop and hierarchical, which for multidrop it entails 

the connection of multiple remote terminal units to a single master terminal unit to collect 

information from multiple sources and hierarchical is when a high rank master terminal unit can 

be connected to a remote terminal unit and another master terminal unit that is serving as a slave. 

At last, there is the multiple master topology, which is when two master terminal units are sharing 

the information that is being gathered by either a remote terminal unit or, perhaps, another master 

terminal unit.  
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Figure 4.3 – Distributed Network Protocol Version 3 Topologies 

 

Now, depending on the application from the company that is implementing a SCADA 

system, all these topologies are relevant and can be utilized to towards the success of the system. 

For example, there can be outstations that are acquiring important information from different field 

devices and letting multiple master stations have access to the information is essential for the 

system. Furthermore, a combination of hierarchical and multidrop topologies can be the most 

optimal to allow the system for scalability and growth. When a master station is allowed to 

communicate to multiple outstations at the same time, it allows for the company to use the full 

resources of a single master station to control and monitor the outstations. On the other hand, a 

balance should be considered with how many outstations are connected to a single master station, 
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because overwhelming a single device can cause a small lifespan for the device and slow 

communication on the overall system. Now, when one master station is collecting all of the 

information of multiple outstations and it is acting as a slave device to another master station, the 

next master can be also monitoring multiple master and outstations as well, so the system’s devices 

work in compliance with each other so no device within the system experiences overhead from all 

of the communication that is happening within its node.  

 

4.5 Operational Modes in SCADA Systems 

 

 Regardless of the topology being utilized, whether there is a master terminal unit connected 

to another or if a master terminal unit is connected to a remote terminal unit, there are two ways 

that devices can communicate in a master and slave procedure, either through polled or by 

quiescent operation.  

 

4.5.1 Polled Operational Mode 

 

For polled communication it’s when the master specifically requests the slave to report 

back the information that it has been gathering, and the slave shall respond with the requested 

information in a reply to the master. This method is efficient for when the master station needs a 

specific type of information in a certain time limit and it needs to keep asking for it however, at 

the same time it is inefficient because it takes time from the master to put together a message and 

send it to the slave. Moreover, the slave gets interrupted from its course of action to reply to the 

master station first, since it has higher priority than what it is currently doing.  

 

4.5.2 Quiescent Operational Mode 

 

Now, the second method for communicating is quiescent operation. For this method, the 

slave can send unsolicited messages back to the master without the request of the master and it 

only sends messages back to master when there are changes in the operation. Compared to the 

polled method, quiescent is more efficient because the master doesn’t have to create a request 

message and wait for a reply, instead the outstation is responsible for notifying the master station 
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of the changes. On the other hand, it is also inefficient because if the master station needs specific 

information, then the master station wouldn’t have access to that information. So, by implementing 

both communication schemes, the best of both worlds creates an optimal communication for the 

benefit of the SCADA systems. 
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CHAPTER 5: DNP3 SECURITY 

 DNP3 capabilities have already been mentioned, but there are still issues within the smart 

grids infrastructures implementing SCADA systems. The complexities fall on having legacy 

systems, how expensive it is to upgrade them, and how complex the systems are. Moreover, when 

implementing the public key infrastructure (PKI) into the systems, this ties directly to the 

scalability issues within the infrastructure. 

 

5.1 Legacy Systems 

 

 Legacy systems are defined as the systems that were utilized when critical infrastructures 

were first implemented into the system. In addition, minor changes are included in the legacy 

systems such as the replacement for a portion of the components for newer versions, however for 

the main parts of the infrastructure, these remain and operate in the same way since it was first 

implemented. As mentioned, leaving the legacy systems as they are, these brings big complexities 

for the overall performance of the system. Now, because of the new technologies that are being 

developed, new attacks are being created and implemented which can ultimately surrender the 

system. So, the solution that companies are geared towards is trying to implement new technology 

to the legacy systems. While this is a viable solution which can include a lot of new capabilities to 

the legacy systems, at the same time, replacing all of the technology from all of the components 

scattered throughout the infrastructure, then this is when the company suffers from a big expense. 

Now, if the case was that the company was able to afford a big expense such as this, where they 

are able to replace all of the current technology with new; during those years, they’ll meet with all 

of the demand and, potentially, almost all cyber attacks that target the SCADA systems however, 

eventually they’ll face the same situation where the same technology isn’t enough to provide for 

the infrastructure and another big expense must be made to resolve the same issue. So, acquiring 

new technology is just a temporary, ineffective, and expensive solution for the current system.  

 Another important issue with legacy systems is knowing how complex a system is. Now, 

when companies are designing and implementing a system, the mentality is usually to make the 

system as complex as possible to prevent any attacks into the system. However, having a very 

complex system also makes it difficult for the devices to communicate among themselves, due to 

complicated routing methods, and due to the complexity, it increases the possibility of the system 
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having vulnerabilities. Moreover, since the system might have a longer time trying to pin down 

where a message originated, then this is an opportunity for an adversary to get in and perform a 

cyber-attack. So, having a very complex implementation for a system wouldn’t be a viable 

solution. 

 

5.2 Scalability Issues 

 

 As mentioned in the previous chapter, one of the benefits of DNP3 is its ability to offer 

interoperability by setting a standard for all manufacturers, so their products are able to 

communicate with the devices of other vendors. As a result, this enables for companies to grow 

and scale the system. So, to achieve a secure communication among all of the devices, a security 

implementation such as the public key infrastructure would aid the system. Now, the public key 

infrastructure consists of implementing a public key cryptography. This method consists of having 

a total of two keys, both generated by a device that wants other devices within the system to 

communicate with it securely. The first generated key is a private key for the devices to keep and 

the second generated key is a public key. An external device with the key is able to encrypt the 

information with its public key and the device with the private key is able to decrypt the 

information with its key. Now, to issue a public key, the device must first be authorized before 

hand by acquiring a digital certificate, and this certificate is distributed by the certificate authority. 

Once, the device has been confirmed and cleared that it is in fact legitimate, then now it can utilize 

its public key for communication. Now, after the implementation of the public key infrastructure, 

this is when scalability becomes an issue. Even though the public key infrastructure provides 

optimal security and traceability – to see who is sending the messages to the device – it is preferred 

to be utilized within a small scale to provide the best security, and the reason is because of the key 

management. When the cryptographic method is distributing the keys among the devices on the 

system, the bigger the system the more digital certificates the certificate authority must create for 

all the authentic devices. In addition, the update for new digital certificates, due to new key 

generation and certificate distribution creates overhead, when devices are utilizing their 

computational resources either close or to the limit causing the device to reach the end of its life 

faster, for the system.  
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5.3 Lightweight Protocols 

 

 In brief, problems that target SCADA systems are majorly during scaling i.e., when system 

is growing and expanding. There are issues that surface when the company has to replace the 

components in place for newer ones, as always this is a temporary fix and will rise once again in 

the future. There are issues when creating a new or reconfiguring the connections within the 

SCADA systems, which also creates vulnerabilities within the system that can be exploited. Other 

challenges due to scaling is the implementation of very secure protocols such as the public key 

infrastructure, which becomes difficult with system size. 

         One way to approach this problem is by the implementation of lightweight protocols into the 

system. Lightweight protocols refer to the capability of the protocol to not create a lot of strain on 

the devices which, ultimately, leads to overhead. Instead, these lightweight protocols are 

manufactured to provide high security while considering the capability of each device. Some of 

these new protocols include BLAKE2, SHA-3, and elliptic curve cryptography. In chapter 7, these 

will be discussed in further detail for their application, but both BLAKE2 and SHA-3 provide 

authentication, and elliptic curve that can provide combination of both symmetric and asymmetric 

cryptography features. Now, lightweight protocols can be very beneficial for legacy systems, 

because either by doing an update to the system software or adding the minimum amount of 

hardware to have these protocols running for the protection of the device and system, security 

could be added. Moreover, the protocols can add a strong authentication or encryption. Therefore, 

designers responsible for the implementation of the SCADA systems won’t have to rely on making 

the system complex and keeping the system simple to avoid any vulnerabilities in the system. 

Finally, since complex cryptographic methods of public key infrastructure with larger bit sizes, 

would be replaced by lightweight protocols such as the elliptic curve, then scalability problems 

could be addressed to a larger extent. 
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CHAPTER 6: DNP3 SECURE AUTHENTICATION VERSION 5 

 One of the features that sets DNP3 apart from the other compliant SCADA systems 

protocols is its secure authentication feature, which only allows authenticated devices to transmit 

within the infrastructure. Now, the purpose of having this feature is for master stations to 

authenticate the outstation that they are talking to or if the master station is serving as a slave to 

another master station, it would be same instance, and, moreover, it’s to ensure that the 

communication is intended to the intended receiver and no other device. On the other hand, when 

the outstation is communicating to a master station, with secure authentication, the outstation can 

ensure that only an authenticated device higher in the hierarchy can utilize its resources.  

 

6.1 Action Principle 

 

 Even though the secure authentication feature from DNP3 only implements authentication 

as its security measure, it can still address and target spoofing, modification, replay, and 

eavesdropping attacks coming from adversaries. [4] This can protect the system from attacks that 

either intend to change the integrity of the communication or any action messages intended to 

make unintended actions upon an outstation. In addition, keeping the devices safe from being 

overwhelmed of doing a task more than once. Now, the threat of eavesdropping, with this security 

measure, it only addresses the keys that are being exchanged between the devices, so no adversary 

is able to get a hold of these. 

 Since the secure authentication feature is part of the application layer within the DNP3 

architecture, then for authentication, both the master stations and outstations utilize the application 

service data units, being generated from the application layer message, to authenticate the 

messages that are being transmitted. However, not every single message that is being transmitted 

is going to be authenticated and the difference between which is and which isn’t authenticated 

resides on whether the message is a critical ASDU or not. If the message is a critical ASDU, then 

the action will be challenged. In brief, the mechanism that secure authentication utilizes is 

challenge and response and it means that for every critical ASDU that is being received by the 

outstation, then the outstation is assuming that its resources are trying to be utilized by a master 

station, respectively, and instead of replying directly to the command or before executing the 

actions that are being requested, the outstation will solicit the device to authenticate, challenge 



32 
 

message to the master station, itself before the outstations moves on further and process the 

received message. Afterwards the master station will reply with an authentication and if it is 

verified, then it will be executed. 

 

6.2 Non-Aggressive Mode 

 

 Furthermore, the mechanism that secure authentication utilizes can be utilized in two ways, 

and the first is the non-aggressive mode. [7] Now, within this mode, as shown in figure 6.1 and 

figure 6.2, the master station can communicate regularly with an intended outstation with non-

critical ASDU’s. Subsequently, the master station now asks for a specific action within its message 

and sends a critical ASDU to the outstation. Then, the outstation needs to respond with an 

authentication challenge as a message to the master station and, the master station shall reply with 

an authentication response, which includes a message authentication code (MAC). Now, the MAC 

is generated by utilizing a session key, which both parties share. The outstation then takes the 

message and processes the authentication response and if it is verified, then and only then, will the 

outstation process the critical ASDU that was sent at the beginning. Next, the outstation will only 

reply to what was being requested through the critical ASDU.  
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Figure 6.1 – Non-Aggressive Successful Challenge Between Master Station and Outstation 

 

Figure 6.2 – Non-Aggressive Unsuccessful Challenge Between Master Station and Outstation 

 

6.3 Aggressive Mode 

 

 The second way for the challenge and reply mechanism for secure authentication is the 

aggressive mode, as shown in figure 6.3 and figure 6.4. [7] The aggressive mode is very similar to 

the non-aggressive mode. If the master station decides to send a non-critical ASDU, then the 

outstation will reply to the master station without taking further action either. Now, when the 

master station asks to execute something important, once again, the critical ASDU will be sent but 

now, since it will be sent in aggressive mode, the message authentication code will be sent along 

with the critical ASDU. Next, the outstation will receive the critical ASDU request from the master 

station, but since the authentication response was delivered as well, then there is not a need to send 

an authentication challenge. Afterwards, the outstation will process first the MAC and once being 

authenticated, then it will process the critical ASDU, and reply to the master station that its request 

had been processed.  
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Figure 6.3 – Aggressive Successful Between Master Station and Outstation 

 

 

Figure 6.4 – Aggressive Unsuccessful Between Master Station and Outstation 

 

6.4 Application & Role of Keys 

 

 In DNP3 secure authentication, as mentioned before, the message authentication code is 

generated by utilizing the session keys, and the MAC is utilized to authenticate that the sender 

device is part of the SCADA systems, so keeping the keys a secret is very important. Now, each 

of the devices within the systems will have their own session keys. In the case of the master station, 
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when he is going to either reply to an authentication challenge with an authentication response, or 

if he is going to send a critical ASDU with the MAC, in either case, the master station utilizes its 

session key to generate the MAC and send it as a message to the intended outstation. Next, the 

outstation with its own session key, respectively, it will authenticate that the generated MAC 

message was sent by an authentic master station within the network. However, even though these 

keys have a great task for authentication, they must keep being changed after a certain period of 

time so there is no chance of them being compromised by an adversary for staying within a device 

too long, and they can be changed with symmetric or asymmetric methods. 

 

6.4.1 Symmetric Keys 

 

 If the devices that are communicating are configured to use symmetric cryptography, then 

the devices shall utilize symmetric keys for communication, and there will be a total of four 

important set of keys that are utilized for the success of the communication. [7] Now, symmetric 

cryptography entails that when two devices are communicating, the same key and algorithms are 

used by both communicating devices for the sender to encrypt the information and the receiver can 

decrypt the sent message. For this example, since there are three entities, the authority, master 

station and outstation, there are only four keys but upon having a bigger system, then more keys 

shall be generated for each device, respectively. The first two set of keys are the session keys, and 

these are shared between the master station and the outstation. The master station has the control 

direction session key, and the outstation has the monitoring direction session key, and the purpose 

of both keys are to authenticate the data that is being transmitted their way. Now, both the master 

station and the outstation share the third key named the update key however, only the master station 

is authorized to utilize the update key. The purpose of the update key is for when the range of time 

comes to an end for the use of the current session keys in both devices; so, the master station 

utilizes the update key to encrypt the session keys and distributes the control direction session key 

to itself and the monitoring direction session key to the outstation. Afterwards, it will result in both 

devices having updated keys to resume the operation within the SCADA systems. Finally, the last 

key is the authority certification key. This key is only utilized by both the operator and the human 

machine interface, the authority, and only the outstation also has the authority certification key. In 

the case that an update key reaches the end of its use and needs to be updated, or if it becomes 
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compromised, the authority utilizes the authority certification key to encrypt the update key which 

is sent to the outstation, by the master station, to be decrypted and if it is valid. Then, the outstation 

can now utilize the update key and it will send a confirmation to the master station notifying it that 

it is valid. Once the master station confirms the response too, then it will also start utilizing the 

update key too. On figure 6.5 and figure 6.6 it depicts the update of both the session keys and the 

update keys too. 

 

 

Figure 6.5 – Change of Session Keys 
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Figure 6.6 – Change of Update Keys 

 

6.4.2 Asymmetric Keys 

 

 Now, if the devices are configured to utilize asymmetric cryptography, then the asymmetric 

keys will be utilized for the encryption of the information. [7] For asymmetric cryptography, the 

main idea of this method is that there is a total of two keys available for communication, the private 

key, and the public key. If a device wants to communicate with other several devices, the original 

device will generate the two keys, one private key for itself and a public key that devices can use 

to communicate. Furthermore, when a message is sent by the outside device, the message gets 

encrypted with the public key and the receiving device can decrypt it with the private key and read 

the message. Now in secure authentication, compared to the symmetric keys, in asymmetric there 

is a total of 6 keys. The authority, the master station, and the outstation each have their private key, 

and each of the private keys are generated within the devices except for the authority, which uses 

external help to generate its private key. Afterwards, public keys are safely distributed along the 

devices securely by trusted employees of the company. In addition, when public keys need to be 

updated, the same procedure would occur for the distribution of the keys after the new private keys 
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are generated. Now, even though it is mentioned that there are only three entities on these 

examples, but depending on the size of the system, each authority, master station, and outstation 

shall have one private key that the device utilizes to decrypt incoming messages from devices that 

have their public keys to encrypt the messages and transmit it to them.   
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CHAPTER 7: DNP3 SECURE AUTHENTICATTION VERSION 6 

A new version of the secure authentication protocol has been released, and it is the DNP3 secure 

authentication version 6th, and just like its predecessor, it targets the same security issues with new 

features. The main changes that were implemented into this version are the changes made from 

the previous secure authentication version, the addition of the authorization management protocol 

(AMP), and how both protocols are working together to keep the critical infrastructures safe and 

ensure a safe communication among all the devices. Moreover, these protocols can utilize 

lightweight protocols such as BLAKE2, SHA-3, and elliptic curve cryptography for authentication 

and the distribution of the keys among the devices. Now, the implementation in this thesis will be 

discussed by explaining how a direct link communication was tested between a master station and 

an outstation and the information that was exchanged. 

 

7.1 DNP3 Implementation 

 

 The implementation that was performed for this thesis was to initialize a communication 

link between two devices, a master station, and an outstation, and it was deployed on a virtual 

environment utilizing the Linux operating system Ubuntu 20.04. Within the virtual environment, 

a Linux terminal was opened, and the master station code was executed to and, as shown in figure 

7.6, the master station is being initialized, then right after a menu is shown from the capabilities 

that the master station has access to, and all of these are commands that can be sent to the outstation 

for it to execute them, shown in figure 7.7. Now, while the master station is waiting for a link to 

connect to, another Linux terminal was opened, and the outstation code was executed here to create 

it. In addition, the same scenario happened as with the master station, where both the initialization 

and the action menu, capabilities of the outstation, were shown on the terminal, as shown in figures 

7.8 and 7.9.  

 

 

Figure 7.1 – Master Station Initialization Screenshot 
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Figure 7.2 – Master Station Action Menu Screenshot 

 

Figure 7.3 – Outstation Initialization Screenshot 

 

 

Figure 7.4 – Outstation Action Menu Screenshot 

 

 After the link has been established and the outstation is listening on the master station, then 

a communication between the two devices has commenced. As shown on figures 7.10 and 7.11, a 

message was exchanged between both the master station and the outstation. Now, there are bits 

found within each of the messages that are sent by the outstation these are the first fragment of a 
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multi-fragment message (FIR), the final fragment of a multi-fragment message (FIN), if 

confirmation is required (CON), if the message was unsolicited (UNS) and the fragment sequence 

number (SEQ). [6] All these bits determine how the master station will react towards the responses 

that it will be receiving from the outstation since, for example, if the outstation sends a 1 in the bit 

number for FIR and a 0 in the bit of FIN, then the outstation is notifying the master station that 

this is one part of the message and there is still more left to transmit. In addition, the delivery of 

these message would continue with the FIR bit being zero and until the outstation sends a message 

with the FIN bit being 1, then that would be the end of the transmission. Now, for the multiple bit 

SEQ part, either the master station edits this portion or the outstation. If the master station is 

requesting, polled action, the outstation to send the gathered information back to the master station, 

then the SEQ number would be from 0 to 15. Moreover, if the outstation sends an unsolicited 

message, quiescent operation, then the SEQ number would be from 0 to 31. Next, the functions 

that are being executed is a response request sent by the master station to the outstation. 

Afterwards, the outstation shall execute the read function to read from the collected data and 

transmit it back to the master station.   

 

 

Figure 7.5 – Master Station Request Message Screenshot 

 

 

Figure 7.6 – Outstation Response Message Screenshot 

 

 For this implementation, DNP3 SAv6 wasn’t integrated into the communication between 

the master station and the outstation, however from the features that the 6th version of secure 

authentication offers a strong and secure communication can be implemented. First, with the 
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implementation of the authorization management protocol, the master station and the outstation 

would be able to communicate as they currently are where they can both get linked based on 

authorization. In addition, with reply confirming that a certificate was granted from the security 

managers from each of the devices that are linked. In this way, if an adversary were to enter, then 

it would be recognized by the AMP protocol that an unauthorized device is attempting to 

communicate. Now that SAv6 offers encryption to messages, in the case that an adversary 

successfully infiltrated the network and it is eavesdropping; then, when the master station wants 

to share important messages, or vice versa, they can be encrypted to avoid important information 

falling on the wrong hands. Now, since DNP3 SAv6 supports the use of lightweight protocols such 

as BLAKE2, and ECC, both can be implemented into the communication. With BLAKE2, it can 

be utilized for authentication such as when an authority wants to make impactful changes to one 

of the devices, then these must be secured with additional security to avoid any unintended results, 

so following this process, only authorized devices are capable of making these changes. Moreover, 

with ECC being implemented to the devices when they are both generating the authentication 

update key and the encryption update key. At the moment of creating an association between 

devices and the session key initialization, ECC can be utilized to reduce the overhead on both 

devices, yet still offering security and ensuring that the keys won’t be stolen or misplaced.  

  

7.2 Secure Authentication Version 6 Details 

 

 The secure authentication implementation in the previous version was a success for the 

cyber-attacks that it addressed, but with new tactics and new technologies emerging, new cyber-

attacks are being released, so a new version, DNP3 secure authentication version 6 (DNP3 SAv6), 

was manufactured and implemented. [11] For the 6th version of this protocol, just like with the 5th 

version, it is still implementing the message authentication codes however, this version now 

utilizes hash-based message authentication code (HMAC). The purpose of both technologies is to 

enforce the authentication of the sender and the integrity of the message. On the other hand, the 

difference is that HMAC utilizes a cryptographic hash function – which is a process to create a 

unique hash value based on the input and if any part of the message changes, then a whole new 

value is generated, therefore making this a very precise and secure authentication process – for 
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authentication and, in addition, HMAC is a pseudo-random function, so only random bits will be 

shown if verified with the proper key.  

 Now, the encryption method that secure authentication utilizes to encrypt that sender 

devices are transmitting is the AEAD-AES-256-GCM. [11] The mechanism that the encryption 

method uses is for when a message is being encrypted, a key is utilized and a nonce is produced. 

Since AES is a symmetric standard, then there is only one key available to both encrypt and decrypt 

the information, so the receiver must also have access to the key to be able to decrypt it and use 

the information within the message. One big feature that is implemented by AEAD is that the 

message won’t be decrypted by the private key until this message is verified by the received nonce 

too, so this adds another layer of protection to ensure that the sender is legit and part of the system 

and, in addition, that the sender intended to send the message to this device.  

 

7.3 Authorization Management Protocol Details 

 

 As mentioned before, one of the new additions in this version of secure authentication is 

the addition of the authorization management protocol. The purpose of this protocol is to manage 

which devices within the critical infrastructure are authorized to communicate with the rest of the 

devices. [13] This protocol is centrally managed by the DNP3 authority, and this can be either one 

interface or multiple ones. In addition, the security managers that have access to the authority can 

revoke the authorization privileges of the devices that are currently part of the system or when 

enabling devices to be authorized to send messages within the system, then the authority will 

provide them with an authority-signed certificate to finalize their authenticity. Now, this feature 

can greatly benefit the system because in the case of a cyber-attack to the SCADA system, the 

security managers can quickly mitigate the attack by locating the source of where the attack is 

originating and cutoff the link by removing any authorization the adversaries might’ve obtained. 

Now, since the AMP is centrally managed, it creates its own routing tables – the routing tables are 

utilized to route messages, that are being transmitted, among multiple nodes in the network by 

having access to the topology of network – to route the messages from the authority to master 

stations and outstations. Moreover, to increase the security within the system, the authority utilizes 

role-based access control (RBAC) and let the outstations know what master stations have certain 

authorizations. So, in the case where a master station sends a message requesting the outstation 
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out of the range of its capabilities, most likely it is an infiltrated adversary launching a cyber-

attack.  

 

 

Figure 7.7 – DNP3 SAv6 and AMP Interaction on Network 

 

7.4 Compatible Lightweight Protocols  

 

  Mentioned in the previous chapters, a solution to the limited computational hardware that 

legacy systems have access to makes them vulnerable to new attacks that are being deployed, so 

having a strong cryptographic protocol is essential for the success of the SCADA systems however, 

having a strong protocol doesn’t necessarily mean to rely on heavily computational protocols; new 

protocols are being released, which are both strong and lightweight, to avoid overhead. The 

following protocols are BLAKE2, SHA-3 and elliptic curve.  
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7.4.1 BLAKE2 

 

 BLAKE2 is an authentication protocol that utilizes a hashing function to hide the true value 

of the message that is going to be utilized. To emphasize, as mentioned in previous chapters, each 

protocol that uses hashing they utilize their own hashing function, respectively, for authentication 

purposes for when the information is trying to be accessed by a legitimate device or user. [8] Now, 

for BLAKE2, there is a total of 2 variations to this protocol. The first is BLAKE2b and this protocol 

is geared towards machines that can operate with 64-bit processors and for the hashing process it 

has a total of 12 rounds. The second protocol is BLAKE2s, and this protocol is geared towards 

lower-end processors from 8 to 32-bits with a hashing process of 10 rounds. Now, the BLAKE2 

protocol’s mechanism works by two main parts. First, the generate block is the one in charge of 

adding the pads to the message, and, depending on how big the message is, it notifies the second 

part of the protocol, the digest block, and lets it know how many message words will go through 

the function. The digest block is responsible for adding the hashing part of the algorithm to the 

message word that both blocks are working on. In brief, the difference between the two versions 

of the protocol is in the word size, for BLAKE2b it’s a word size of 64 bits and for BLAKE2s it’s 

a word size of 32 bits. Now, as shown in figure 7.2, BLAKE2 is being compared to other renowned 

hashing algorithms such as the different kinds of secure hashing algorithms (SHA) and the MD5, 

and in this comparison BLAKE2b has a higher throughout to most of the algorithms, except for 

SHA-1, where they were very close in the score. Moreover, BLAKE2s, even though it is topped 

at 32-bits and why it stayed behind, it still placed third highest compared to the rest of the 

algorithms. 
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Figure 7.8 – Comparison Among Hashing Protocols [8] 

 

7.4.2 SHA-3 

  

 Another protocol that is supported by the secure authentication version 6 is SHA-3, and 

just like BLAKE2, this algorithm also implements hashing to a message and transforms it to a 

hashing value. There are a total four different types of SHA-3 hashing algorithms because they 

depend on the output length, which is 224, 256, 384 and 512, and they also vary with the rate and 

the capacity that they can hold to calculate with the hash value. [9] Now, the first step of the 

mechanism in this protocol is the padding portion, and this process is when bits are appended to a 

portion of the message. Moreover, this step is important because if the padding part wasn’t 

implemented, then when the size of the message goes into the hashing function, then the message 

size wouldn’t compliment the hash length needed to compute the hash function. So, after padding 

the message that is going to be hashed the second step is the state size, which is the sum of the rate 

and the capacity based on the chosen SHA-3 size. For the third portion of the algorithm, the absorb 

function is utilized by taking in the output from the state size and performing a set of 5 different 

functions to obtain the hash value. Finally, the squeeze function is the last step of the process where 

the final hash value is extracted. Furthermore, both the rate and the capacity are segregated from 

each other and depending on the size of the output length that was selected based on the SHA-3 
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that was utilized to acquire the hash value, then this will be the final output of the hashing 

algorithm. Compared to BLAKE2, SHA-3 performs less efficiently compared to the other hashing 

algorithm but depending on the situation of the available computational hardware on the devices, 

then utilizing SHA-3 can be more beneficial to the success of hashing the messages being 

transmitted.   

 

7.4.3 Elliptic Curve Cryptography 

 

 Compared to the mentioned protocols, the last protocol that is now compatible for use with 

secure authentication is the elliptic curve cryptography (ECC). This is a lightweight asymmetric 

cryptographic protocol, and its function is based for encryption. What makes ECC a strong 

protocol to be implemented is its feature to utilize small size key size while still providing high 

security for the host device. [10] Now, to emphasize, asymmetric cryptography is when a host 

device generates two keys, one private key for itself and a second public key that can be utilized 

by another authorized device – which the certificate authority provides the digital certificate for 

authorization of devices – to communicate with the host device. In elliptic curve cryptography, the 

elliptic curve digital signature algorithm (ECDSA) uses small key sizes to generate the digital 

certificates and, ultimately, authorizes the devices to communicate. 

 

Figure 7.9 – Elliptic Curve Cryptography Formula and Graph [10] 
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 Now, as shown in table 7.1, a comparison is shown between the key sizes of Rivest-Shamir-

Adleman (RSA) and ECC algorithms are shown, starting from the smallest key size that is 

available to the algorithm, to big size keys, and the bigger the key size the more security is 

implemented into the process of encryption for the message. [10] Moreover, what makes ECC 

more pleasant to work with when implemented into devices is its capability of utilizing small keys. 

So, when computing the encryption of a message at the host device with the private key, it’s not 

demanding on its resources to encrypt it, and with a small ciphertext output, it also increases the 

throughput of the devices because a small message requires less throughput compared to a big 

message. In addition, for RSA, since it is utilizing a bigger key the process of encryption takes 

longer and the output is bigger in size. In brief, some differences between symmetric and 

asymmetric cryptography are how secure is the method and how computationally intensive the 

method is on the device; for symmetric it is less computationally intensive but provides less 

security compared to asymmetric, and even though asymmetric provides higher security, it has a 

higher possibility of creating overhead on the device. As a result, symmetric cryptography is 

preferred when devices don’t have the capability of handling asymmetric, but now with the 

introduction of ECC, with it being less overwhelming on devices and still providing a strong 

security, this is a viable option for implementation on capable devices.  

 

Table 7.1 – RSA and ECC Key Size Comparison [10] 

Rivest-Shamir-Adleman (RSA) Key Size Elliptic Curve Cryptography (ECC) Key Size 

1024 bits 160 bits 

2048 bits 224 bits 

3072 bits 256 bits 

7680 bits 384 bits 

15360 bits 521 bits 

 

7.5 Key Change and Application 

 

 For the 6th version of secure authentication, there are two processes that are followed for 

the distribution of the keys among the devices that are communicating. The first is association 

establishment, which is responsible for the distribution of the update keys and the second is the 
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session key initialization to update the session keys for the communication among both devices 

that are going to communicate.  

 

7.5.1 Association Establishment 

 

 Before a communication can begin between a master station and outstation, first they both 

must generate their update keys, respectively, because they will be utilized for the session key 

initialization. The protocols that are utilized for this process are the Elliptic Curve Diffie-Hellman 

(ECDH), and the HMAC-based Key Derivation (HKDF) algorithms. [12] Now, as shown in figure 

7.4, the master station is requesting to associate or communicate with the outstation, and this 

process includes the exchange of their own certificates to demonstrate that both devices are 

authorized to communicate. After receiving the response, the master station sends a message to 

the outstation to change the update keys, and the master station first generates its own encryption 

update key and authentication update key, and the request sent to the outstation includes a message 

authentication code that was generated using the authentication update key. Afterwards, the 

outstation receives the message, and it generates both of the update keys as well, then the outstation 

authenticates the received message utilizing its authentication update key. Finally, after verifying 

the received message, this is when the outstation replies to the master station with a response, and 

not an authentication error, then the master station also verifies the response from the outstation 

with its authentication update key to finalize the association between the devices and begin the 

communication.  
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Figure 7.10 – Association Establishment for DNP3 SAv6 

 

7.5.2 Session Key Initialization 

  

After the association has been established between the two devices that are going to 

communicate, the next step is to initialize the session keys to commence the communication. [12] 

As shown in figure 7.5, the master station first sends a request to the outstation to begin a session 

and the outstation replies to the master station to begin the session. Next, the master station sends 

a request to change the session keys of the outstation, and within this message the new session 

keys are sent to the outstation encrypted utilizing the encryption update key and, furthermore, a 

MAC is generated using the authentication update key and send along with the message. Now, at 

the outstation, when it receives the message, the first step is to verify the MAC that was sent with 

its authentication update key. After the MAC has been verified, then the session keys are decrypted 

utilizing its encryption update key and the outstation can begin using its session key. Next, the 
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outstation sends a response to the master station with a MAC for the master station to verify it and 

then it can start using the session key.  

 

 

Figure 7.11 – Session Key Initialization for DNP3 SAv6 

 

7.6 Security Mechanism Comparison Between SAv5 and SAv6 

 

In the duration of the DNP3 protocol, ever since its release date, there has been a total of 6 

versions of the protocol. Comparing DNP3 secure authentication version 6 to the 5th version of the 

protocol, from chapter 6, one of the main changes is that DNP3 secure authentication is its own 

layer now for the protocol, and the integration of the authorization management protocol. Due to 

these integrations, the challenge and reply mechanism from the 5th version was removed because 

with the AMP, devices are now provided with certificates for authenticity, so they are able to 

initialize a communication with a device within the system. Moreover, with the addition of security 

managers, any infiltrated adversaries can quickly be removed by taking away any privileges that 
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might have been provided unintendedly and, as a result, mitigating any potential attacks to the 

system. Furthermore, it now has the capability of encrypting important information by utilizing 

the AEAD-AES-256-GCM protocol to keep it confidential and for only authorized devices to see 

the contents of the information. For the 6th version, now it is capable of implementing lightweight 

protocols such as BLAKE2, SHA-3, and the different algorithms for ECC which, ultimately, 

provide strong security for the system and avoids overhead on the devices instead of using 

symmetric algorithms or, for example, the RSA asymmetric algorithm.  
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CHAPTER 8: CONCLUSIONS 

 When SCADA systems were first introduced into the critical infrastructures, such as the 

power grids, as the demand for the services kept growing, so was asked of the infrastructure to 

keep providing for the public. As a result, manpower was replaced by automation and the 

introduction to the internet made the SCADA systems a valuable asset when monitoring and 

collecting the data that was being generated from the field devices that are part of the system, and 

decisions could be made on the spot on how to continue operating and any changes that must be 

managed. However, with the integration of the internet to the system, it introduced vulnerabilities 

that could be exploited and, ultimately, cause harm to the critical infrastructures and the safety of 

the public. This incited developers to create secure communication protocols that devices would 

utilize to operate and, at the same time, keep all the information that was being transmitted safe. 

Furthermore, this topic falls under the security objectives that must be met to ensure the safe 

communication, and these are availability, authorization, integrity, replay protection, and non-

reputability. Now, the main cyber-attacks that target SCADA systems, specifically, are 

eavesdropping, denial-of-service, spoofing, man-in-the-middle and replay attacks. Cyber-attacks 

can be either passive attacks, where the adversary isn’t tampering a device or making any changes 

to the communication that is currently happening however, the adversary is intently listening to 

the communication that is present. The second category of attack is the active attacks, where the 

adversary is now hindering the communication by attempting to either replay a message, change 

the integrity of a message, overwhelm the system with irrelevant messages, or by the adversary 

sending authorized messages to the devices.  

 Now, with the SCADA systems being vulnerable, as mentioned, it is important to 

implement it with strong security protocols to avoid or mitigate the cyber-attacks from adversaries. 

Some protocols that are compliant and utilize ethernet as a method of communication are the IEC 

60870, IEC 61850, Modbus and DNP3. For this thesis, the protocol that was researched was DNP3 

because of its security capabilities that can greatly benefit the success of the SCADA systems. 

Even though there are multiple complications with legacy devices, such as not being able to utilize 

newer protocols due to low computational capabilities and having complex systems, or not being 

able to scale due to the problems with public key infrastructure implementation. As a result, this 
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is when versions for DNP3 secure authentication began to be released to solve these problems. 

First, the 5th version of secure authentication addressed the mentioned cyber-attacks by 

implementing the authentication of the devices that are operating within the system. The secure 

authentication version 5 implemented authentication by the mechanism of challenge and response. 

When a master station and an outstation are communicating, the master station sends a request 

with a critical ASDU to the outstation and typically the outstation would challenge this message, 

then the master station would reply with an authentication message and after the verification, the 

outstation would process the request. This mechanism does, indeed, work for authenticating the 

devices however, the challenge and reply isn’t the most efficient way of approaching the problem 

of authentication because in this way, the devices are wasting throughput by an ongoing message. 

In addition, keys are utilized for this communication, and the pre-sharing of the keys in version 5 

introduced uncertainty because an employee is responsible for the distribution of these keys. Now, 

keys being long string values, employees would try to remember but forget, or they would write it 

down or share it across email where the key can be lost or stolen.  

On the other hand, when the DNP3 secure version 6 was introduced, the mechanism was 

changed where now authorization was handled by the AMP protocol, and privileges could be 

granted or taken away in a matter of minutes or less. So, all the devices that are part of the critical 

infrastructure can communicate to the devices that they are linked to since they were provided with 

a digital certificate by the security managers. This saves throughput to all the devices because now 

they don’t have to worry whether the device that is trying to communicate with them is legit or 

not. Other process which requires several messages being exchanged are still utilized, such as 

association establishment and session key initialization, but with AMP being implemented, all the 

messages that are being transmitted are secure. In brief, the implementation of the 6th version of 

DNP3 is beneficial to the operation within SCADA systems because it provides primarily 

authentication between all of the devices, so eavesdropping, spoofing, denial-of-service, replay-

attacks and man-in-the-middle attacks are addressed, and with this protocol version now capable 

of encrypting important information being transmitted among the devices by using AEAD-AES-

256-GCM, in the case that there is an adversary eavesdropping, no important information would 

be misplaced.  
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8.1 Future Work 

 

 Based on the analysis that was presented on this thesis, for future implementations the 

DNP3 protocol shall be analyzed in further detail when implementing the 6th version of the secure 

authentication protocol under different topologies. Now, as shown in chapter 7, a future 

implementation would entail the implementation of a larger system with multiple master stations 

and multiple outstations connected within the same network. Moreover, with the implementation 

of the secure authentication protocol, by using AMP, test that all the devices within the network 

have been verified and, in addition, make a test scenario to model resiliency where adversaries are 

trying to infiltrate the network under different attacks. As a result, the AMP should be capable of 

detecting when a device is not authorized and, therefore, be removed from the network. So, testing 

the different cases where AMP is being utilized to verify that the protocol does indeed ensure safe 

communication among all the devices within the network, or identify gaps that prevent such 

operation. In future implementations wide range of simulated cyber-attacks at different variations 

and scales can be used to test the performance of the system and analyze how well the 

implementation can handle and mitigate the attacks on the system. The testing should focus on 

enhancing resilience in the system. In some cases, attacks are strong and strategic, so being able 

to contain the attack and not let it expand would be the overall goal to achieve an optimal system. 
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