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Abstract 

Both neutral and charged nanoparticles with a variety of compositions, shapes, and sizes have been 

previously prepared. These nanoparticles have been demonstrated to self-assemble into a variety 

of superlattices and binary superlattices both in bulk solution and at surfaces of solutions, and the 

structures formed by self-assembly have been shown to depend on nanoparticle chemistry and 

charge as well as on whether assembly takes place at a surface or in bulk. Furthermore, the 

prepared isolated and self-assembled nanoparticles have a number of biomedical, nanotechnology, 

and industrial applications. In this dissertation, I present my research on three general topics. First, 

I will present my research on neutral nanocube immersion and self-assembly at the liquid-air 

interface. Here, the self-assembly of neutral nanocubes at a water surface is shown to depend on 

ligand hydrophobicity. Second, I will present my computational research on a project performed 

in collaboration with experimental group, related to self-assembly of supercharged nanoparticles. 

A phase diagram showing the dependence of superlattice structure on nanoparticle size ratio for 

charged spherical nanoparticles in bulk solution is developed. I will finally present the 

computational component of research I performed in collaboration with experimental colleagues 

on the assembly of carbon nanotube-DNA nanosensors which use a DNA-bound peptide to 

recognize proteins. 
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Chapter 1: Introduction 

 In this dissertation, I describe my research in two broad areas of computational modeling 

of self-assembled nanomaterials. These materials are built from ligated metallic nanoparticles or 

from carbon nanotubes wrapped with biological macromolecules. 

 
SELF-ASSEMBLED NANOPARTICLE SUPERLATTICES 

Experimentalists have synthesized nanoparticles (NPs) with a variety of compositions1,2, sizes3–5, 

and shapes6–11, and have prepared superlattices resulting from self-assembly of a wide variety of 

these NPs in bulk solution12,13 and on the surface of solutions14–18. The resulting superlattices have 

novel electrical, thermal, optical, and magnetic properties resulting from their nanoscale 

structure18–21.  It has been demonstrated that the structures formed are dependent on NP geometry 

and chemistry1, whether self-assembly takes place in bulk solution or on a surface12, and whether 

NPs are neutral or charged20,22. Investigation of self-assembly processes is needed to understand 

how superlattice structure is determined and will facilitate the development of  novel superlattices 

with desirable properties. Here, I present my research efforts employing molecular dynamics (MD) 

simulations and analytical modeling to understand the self-assembly of cubic NPs at liquid 

surfaces and the self-assembly of charged spherical NPs in bulk solution. 

 

FUNCTIONALIZATION OF CARBON NANOTUBES AS BIOSENSORS 

Carbon nanotubes are another subset of nanomaterials with interesting applications based 

on their unique photophysical properties and 1-dimensional geometry23–26. Since their discovery, 

they have been investigated as components of bioimaging systems and as a basis for nanoscale 

therapies27,28. Single walled carbon nanotubes (SWCNTs) are rolled carbon monolayers with 

structure described by their chirality index (n,m), which determines their photophysical properties, 
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and semiconducting SWCNTs have a band gap that results in near infrared (nIR) fluorescence 

(850-1700 nm)29, making them particularly useful for bioimaging applications30. Use of these 

SWCNTs in functional materials is an area of current interest, as most of the chemical 

modifications used when SWCNTs are included in functional materials destroy their nIR 

fluorescence due to distortion of the conjugated π system31, making their use as biosensors 

challenging. Noncovalent modifications such as wrapping of SWCNTs with ssDNA have been 

shown to produce fluorescent biosensors for reactive oxygen species, small molecules, 

neurotransmitters, nucleic acids, sugars, and proteins32–34. Here, I describe my use of MD 

simulations to understand the availability of a peptide bound to 1 or 2 ssDNA molecules for 

binding to αIIBβ3 integrin protein when (6,5)-SWCNTs are functionalized with the peptide-ssDNA 

hybrid. 
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Chapter 2: Methods 

CLASSICAL MOLECULAR DYNAMICS 

The primary technique I have used in this dissertation is the classical molecular dynamics 

(MD) simulation technique, which I used to perform all the simulations, as well as the umbrella 

sampling calculations. Classical MD models the time-evolution of a chemical system by 

integrating Newtonian equations of motion for all particles in the system. For a system consisting 

of N particles, Newton’s equations of motion are: 

𝑚௜
డమ௥⃗೔

డ௧మ
= 𝑓௜      𝑓௜ = −

డ

డ௥⃗೔
𝑈(𝑟ଵ, 𝑟ଶ, … , 𝑟ே)     (2.1) 

Solving eq. 2.1 requires calculating the forces 𝑓௜ exerted on particle 𝑖 by all other particles in the 

system. This requires the mass of particle 𝑖 (𝑚௜) and the potential energy 𝑈, which is a function of 

3N atomic coordinates (𝑟ଵ, 𝑟ଶ, … , 𝑟ே). MD calculations require finding the potential form 

𝑈(𝑟ଵ, 𝑟ଶ, … , 𝑟ே) and efficient numerical integration of eq. 2.1. Potential energy forms in atomistic 

calculations are approximated using force fields comprising atomic interaction parameters based 

on quantum mechanical calculations, typically of atoms in a similar chemical environment rather 

than the atoms in the actual system of interest. The numerical integration of the equations of motion 

is accomplished using MD software such as NAMD35, which is the software used for all 

simulations presented in this dissertation. 

 

FORCE FIELDS 

The CHARMM36 all-atom (AA) force field36 is used for all simulations presented. 

Parameterization of atomistic force fields is performed by quantum mechanical calculations36 and 

parameters are verified by comparison of simulated thermodynamic properties to their 

experimental values37,38. 
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Force field parameters comprise bonded parameters which determine intramolecular 

interaction energies and non-bonded parameters which determine intermolecular interaction 

energies. The total potential energy of a system is the sum of the bonded and non-bonded 

interaction energies, 

 

𝑉ே = ∑ 𝑉ே,௕௢௡ௗ௘ௗ + ∑ 𝑉ே,௡௢௡ି௕௢௡ௗ௘ௗ      (2.2) 

 

For the CHARMM36 force field, the bonded potentials 𝑉ே,௕௢௡ௗ௘ௗ include intramolecular stretching, 

bending, and torsion interactions. In both cases these are represented by bond, angle, dihedral, and 

improper dihedral potentials defined as: 

 

𝑉௕௢௡ௗ = ∑ 𝑘௜
௕௢௡ௗ(𝑟௜ − 𝑟଴௜)

ଶ
௕௢௡ௗ ௜       (2.3) 

 
𝑉௔௡௚௟௘ = ∑ 𝑘௜

௔௡௚௟௘(𝜃௜ − 𝜃଴௜)ଶ
௔௡௚௟௘ ௜       (2.4) 

 
𝑉ௗ௜௛௘ௗ௥௔௟ = ∑ 𝑘௜

ௗ௜௛௘ௗ௥௔௟[1 + cos(𝑛௜𝜙௜ − 𝛾௜)]ௗ௜௛௘ௗ௥௔௟ ௜ , 𝑛௜ ≠ 0  (2.5) 
 

𝑉௜௠௣௥௢௣௘௥ = ∑ 𝑘௜
௜௠௣௥௢௣௘௥(𝜙௜ − 𝛾௜)௜௠௣௥௢௣௘௥ ௜ , 𝑛௜ ≠ 0   (2.6) 

 
𝑉௕௢௡ௗ, 𝑉௔௡௚௟௘ and 𝑉୧୫୮୰୭୮ୣ୰ are defined as harmonic potentials and computed using the interaction 

strength 𝑘௜
௕௢௡ௗ, 𝑘௜

௔௡௚௟௘ or 𝑘௜
௜௠௣௥௢௣௘௥ and the difference between the instantaneous coordinate 

coordinate 𝑟௜, angle 𝜃௜ , or improper dihedral 𝜙௜and the equilibrium value 𝑟଴௜, 𝜃଴௜, or 𝛾. The 

equilibrium values of 𝑟, 𝜃, and 𝛾 are thus energetic minima associated with stretching, bending, 

and torsion. 𝑉ௗ௜௛௘ௗ௥௔௟ is defined using a force constant 𝑘௜
ௗ௜௛௘ௗ௥௔௟ and a cosine function dependent 

on dihedral angle 𝜙௜, periodicity 𝑛௜, and the equilibrium dihedral 𝛾௜. Non-bonded contributions to 

potential energy consist of electrostatic (Coulomb) and van der Waals (vdW) interactions, both of 
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which are pair-wise interactions. The long-range Coulomb potential between atoms 𝑖 and 𝑗, which 

respectively carry charges 𝑞௜ and 𝑞௝, is defined as: 

 
𝑉஼௢௨௟൫𝑟௜௝൯ = ∑ ∑

௤೔௤ೕ

ସగఢబ௥೔ೕ
௝வ௜௜        (2.7) 

 
In eq. 2.7, 𝜖଴ and 𝑟௜௝ represent respectively the permittivity of free space and the center-to-center 

distance of particles 𝑖 and 𝑗. The van der Waals interactions between particles 𝑖 and 𝑗 is represented 

by the short-range Lennard-Jones potential 

 

𝑉௅௃ = ∑ ∑ 𝜖௜௝ ቈ൬
ோ೘೔೙,೔ೕ

௥೔ೕ
൰

ଵଶ

− 2 ൬
ோ೘೔೙,೔ೕ

௥೔ೕ
൰

଺

቉௝வ௜௜       (2.8) 

 
and the values of 𝑅௠௜௡,௜௝ and 𝜖௜௝ are determined by the force field using the Lorentz-Berthelot 

combination rules: 

 

𝑅௠௜௡,௜௝ =
ோ೘೔೙,೔ାோ೘೔೙,ೕ

ଶ
, 𝜖௜௝ = ඥ𝜖௜𝜖௝       (2.9) 

 
where 𝑅௠௜௡,௜ and 𝑅௠௜௡,௝ are the radii of particles 𝑖 and 𝑗, while 𝜖௜ and 𝜖௝ are the potential well 

depths of particles 𝑖 and 𝑗. For all atomistic simulations in this dissertation, interaction parameters 

from the CHARMM force field are used. 

INTEGRATION METHODS 

 During MD simulations, the positions and velocities of particles are calculated by 

integration of Newton’s equations of motion. One of the algorithms commonly used for this 

purpose is the Verlet algorithm39 implemented by NAMD35, which recalculates positions and 

velocities at the same. NAMD implements the Verlet algorithm in the following way35: 

 

"half-kick" 𝑣
௡ା

భ

మ

=  𝑣௡  +  𝑚ିଵ𝑓௡  ·  
∆௧ 

ଶ
 

“drift” 𝑅௡ାଵ = 𝑅௡ + 𝑣
௡ା

భ

మ

∙ Δ𝑡 
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“compute force” 𝑓௡ାଵ = 𝑓(𝑅௡ାଵ) 

“half-kick” 𝑣௡ାଵ = 𝑣
௡ା

భ

మ

+ 𝑚ିଵ𝑓௡ାଵ ·  
∆௧ 

ଶ
 

 
where 𝑅௡, 𝑣௡, and 𝑓௡ are the position, velocity, and force associated with a given atom at time step 

n. 

 
PERIODIC BOUNDARY CONDITIONS 

Due to the computational cost of integrating equations of motion for large numbers of 

particles, current MD packages are limited to simulations involving numbers of particles on the 

order of 107 or fewer. While it is possible to simulate systems involving larger numbers of atoms 

by using coarse grained force fields, simulations bounded by vacuum will produce non-physical 

results because they do not accurately represent real systems. To resolve this issue, periodic 

boundary conditions (PBC) are defined such that the simulation unit cell is repeated periodically 

along the x, y, and z axes in both the negative and positive directions. This allows the system to 

interact with its periodic images at the boundaries of the cell rather than showing non-physical 

behavior as a result of vacuum interfaces. 

 
ENSEMBLES 

MD simulations can be conducted in many thermodynamic ensembles, the commonly used 

ensembles being the microcanonical (NVE) ensemble, the canonical (NVT) ensemble, and the 

isobaric-isothermal (NPT) ensemble. In the NVE ensemble, number of particles (N), volume (V) 

and total energy (E) are all held constant, while for the NVT ensemble N, V and temperature (T) 

are held constant. The NPT ensemble has constant N, pressure (P), and T. Production simulations 

in this dissertation are conducted in the NVT ensemble, but in some cases the NPT ensemble is 

used in the preparation of an equilibrated simulation system. There are several techniques used to 

produce constant temperature simulations, including the Langevin method used by NAMD35. The 
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Langevin method damps T fluctuations by adding damping and fluctuating terms to the Newtonian 

equations of motion: 

 

𝑚௜
డమ௥⃗೔

డ௧మ
= 𝑚𝑣̇ = 𝐹(𝑟) − 𝛾௅௔௡௚𝑚𝑣 + ඥ2𝛾௅௔௡௚𝑘஻𝑇௠𝐺(𝑡)   (2.11) 

 
where 𝑟, 𝑡, 𝑚, 𝑣, and 𝐹 are respectively defined as position, time, mass, velocity, and force. 𝑇, 

𝛾௅௔௡௚, and 𝑘஻ respectively denote temperature, the Langevin damping factor (defined by the user 

based on the properties of the system), and the Boltzmann constant. Finally, 𝐺(𝑡) represents a 

univariate Gaussian process. In Eq. 2.11, the second and third terms are respectively the damping 

and fluctuating terms and have magnitude controlled by 𝛾௅௔௡௚. Langevin dynamics simulates 

coupling of the system to a reservoir at a defined temperature T, with the strength of the coupling 

dependent on 𝛾௅௔௡௚. For 𝛾௅௔௡௚ =  0, Langevin dynamics are identical to Newtonian dynamics. 

 
SIMULATION PARAMETERS 

 In MD simulations, all particles of a system interact through non-bonded interactions that 

include long-ranged Coulombic interactions and short ranged vdW interactions. To reduce the 

computational cost of simulations, vdW interactions at distances longer than an explicitly defined 

cutoff distance are not included. In this dissertation, the vdW cutoff distance was 1.0 nm for all 

simulations. Coulombic interactions may be calculated beyond the vdW cutoff distance, which in 

this work is only done for systems involving charged particles. In this case, the Particle-mesh 

Ewald (PME) method40,41 is used to calculate Coulombic potentials more efficiently than explicit 

calculation of Coulombic potential between each atom pair. Explicit solvent molecules are used 

throughout this dissertation, with the TIP3P water model used for all simulations. The integration 

time step is 2 fs for all calculations. 
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UMBRELLA SAMPLING 

 Umbrella sampling is a technique to calculate free energy along a reaction coordinate by 

biased MD simulations42. In the case of the charged spherical NPs studied in this dissertation, the 

reaction coordinate is the center-to-center distance between two charged NPs. Systems containing 

two charged NPs subject to a harmonic restraining potential at a given reaction coordinate are 

prepared at 1 Å intervals and simulated by MD. The variation of the reaction coordinate during 

the simulation is used to determine the free energy profile by the weighted histogram analysis 

method (WHAM)43,44. 
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Chapter 3: Nanocube immersion and clustering at the water-air interface 

INTRODUCTION 

 Over the last two decades advances in experimental techniques have allowed the controlled 

synthesis of highly monodisperse NPs with a variety of compositions1,45, sizes3,5, and shapes6–11 . 

Many types of superstructures and superlattices have been prepared by the self-assembly of these 

NPs in bulk solution13,46, on the surface of solutions14–18, and on various substrates46. Materials 

prepared in this manner are of interest for their novel optical, catalytic, magnetic, electronic, 

sieving, and thermoelectric properties12,47–52. 

 Studies of spherical NPs have shown that they can self-assemble on liquid surfaces to 

produce ultrathin single or binary superlattices (SLs, BNSLs). The structure formed by this process 

is determined by the immersion depth of NPs on the liquid surface16, which is itself dependent on 

the surface energy of the liquid and the strength of NP-liquid coupling interactions16,53. Liquid-NP 

interactions include vdW, Coulombic, hydrophobic, and other interactions1, all of which depend 

on the NP and solvent used as well as on any applied field or substrate present. 

 Anisotropic NPs, such as nanocubes (NCs), have the potential to form a wide variety of 

superstructures not accessible using spherical NPs. An analytical model of and MD simiulations 

of NC immersion are used here to study NCs on liquid surfaces and the early stages of their self-

assembly. Understanding the mechanisms underlying NP self-assembly is necessary to enable the 

rational design and synthesis of NP superlattices at liquid surfaces. 

 Below, I present my published research on the immersion and self-assembly of nanocubes 

at the water-air surface54. 
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METHODS 

Analytical model 

 Immersion of a ligated metal NC in diethylene glycol (DEG) requires the creation of excess 

liquid surface area, 𝐴௘௫௖௘௦௦. Creation of excess surface area has a Gibbs free energy cost of 𝐺ଵ  =

 𝛾𝐴௘௫௖௘௦௦  =  𝛾(𝐴௜௠௠ − 𝐴௦௟௜௖௘), where 𝐴௜௠௠ is the contact area between the NC and DEG and 

𝐴௦௟௜௖௘  is the surface area of the liquid displaced by NC immersion. For an NC in the flat orientation 

(Fig. 3.1) 

 

𝐴௜௠௠ = ൜
𝑎ଶ + 4ℎଶ, ℎ < 𝑎

2𝑎ଶ + 4ℎଶ, ℎ = 𝑎
        (3.1) 

 
and 

 
𝐴௦௟௜௖௘ = 𝑎ଶ          (3.2) 

  
where a is the NC edge length and h is the immersion height. 

 The energetic cost of increased liquid surface area is offset by favorable interactions 

between the liquid and the NC surface. These favorable interactions are evaluated as  

𝐺ଶ  =  𝐺°𝐴௜௠௠          (3.3) 

 where 𝐺° is the free energy of NC-liquid interaction per unit area. For a dodecanethiol-passivated 

gold NC immersed in DEG, 𝐺° ≈  −7𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 · 𝑛𝑚ଶ.2,16 Additional values of 𝐺° are used as 

defined in the legend of Fig. 3.1. The total Gibbs free energy of NC-liquid immersion as a function 

of immersion height is given by 

 ∆𝐺 =  𝐺ଵ  +  𝐺ଶ.        (3.4) 
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Figure 3.1: Analytical model of NP immersion. For the flat orientation minima are possible only 

at full immersion and zero immersion, while for the tilted orientation a local or 
global minimum near half immersion is observed. 

 
MD simulations 

The immersion of Au NCs at the liquid-air surface was investigated by atomistic MD 

simulations of Au NCs with varying surface vdW interactions. In all simulations, solid core NCs 

were prepared by cutting a face centered cubic lattice of Au atoms (Au-Au bond length of 2.88 Å) 

into NCs with either 3.07 nm or 5.1 nm edge lengths. The 3.07 nm NC model was used for 

simulations without explicit ligands, while the 5.1 nm NC model was used for simulations with 

thiolated ligands covalently bound to the NC facets via Au-S bonds with surface density of 0.3949 

ligands per Au atom. Three ligands were studied: -S(CH2)11CH3, -S(CH2)11OCH3, and -

S(CH2)12OH. All ligands were prepared using Gaussview and distributed on NC facets using our 

own code. Prepared NCs were solvated in TIP3P water using the solvate VMD plugin55. In all 

cases the NCs were initially positioned halfway immersed at the water surface in a facet-down 

orientation. 

Data analysis 

NC-water contact area was calculated as a function of time,  

𝑎௜௠௠(𝑡)  =  
ଵ

ଶ
 (𝑎ே஼  +  𝑎௦௢௟(𝑡)  −  𝑎௧௢௧(𝑡))       (3.5)  
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where 𝑎ே஼, 𝑎௦௢௟(𝑡), and 𝑎௧௢௧(𝑡)are the solvent accessible surface areas (SASA) of the NC, water, 

and NC-water system respectively. These values were calculated using the SASA built-in VMD 

plugin55. For solid core NCs in tilted orientations, the average angle between the NC body diagonal 

and the vector normal to the surface of the water slab was calculated. NC body diagonals were 

taken to be the vector between the Au atom at one corner of the NC and the center of the 3 Au 

atoms at the opposite corner, where one of these corners is the most deeply immersed corner. 

 
RESULTS 

Analytical model of nanocube immersion 

The analytical model of NC immersion was used to calculate the Gibbs free energy of an 

individual NC immersed in liquid following the procedure previously reported for spherical NPs16. 

Comparison of the free energy of the flat and tilted orientations is used to predict what orientation 

a particular NC will adopt. Immersion of an NC in a liquid produces a cavity in that liquid, thereby 

increasing the surface area of the liquid. The free energy cost of creating this surface area is 

dependent on the surface tension of the liquid, and is offset by favorable (mostly dispersive) 

interactions between liquid molecules and NC ligand molecules. Because free energy cost of 

immersion depends both on the contact area between the NC and liquid and on the surface area of 

liquid displaced by NC immersion (i.e. the cross-sectional area of the NC at the liquid surface), it 

is dependent on the orientation of the NC. The change in contact area with immersion height is 

itself dependent on the NC orientation, therefore the favorable energy of interaction between NC 

and liquid is also dependent on the NC orientation. This leads to equations 3.1-3.4 and the free 

energy profiles shown in figure 3.1. For NCs in the flat orientation, both the free energy cost of 

immersion 𝐺ଵ =  𝛾(𝐴 ௜௠௠ − 𝐴௦௟௜௖௘) and the favorable interaction energy 𝐺ଶ  =  𝐺°𝐴௜௠௠ depend 

only on 𝐴௜௠௠ as 𝐴௦௟௜௖௘is constant. 𝐴௜௠௠is a linear function of immersion height and as a result 𝐺ଵ, 

𝐺ଶ, and their sum ∆𝐺 =  𝐺ଵ  +  𝐺ଶ are all linear functions of immersion height. Because 𝐺ଵ is 

always positive (i.e., unfavorable), 𝐺ଶ is always negative (i.e., favorable), and the free energy 
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profile is linear, the minimum free energy must occur at an immersion height of either 0 or a, where 

a is the edge length of the NC as in equations 3.1-3.4. NCs in the flat orientation will therefore 

either fully immerse or sit on the liquid surface without immersing into it unless they reorient to 

the tilted orientation. In the tilted orientation, 𝐴 ௜௠௠ is again a function of immersion height and 

𝐴௦௟௜௖௘  is also a function of immersion height rather than a constant as in the flat orientation. As a 

consequence of this, while 𝐺ଶ is linear as in the flat case, 𝐺ଵ is now nonlinear and a piecewise 

function. As a result, free energy profiles of NCs in the tilted orientation have a minimum between 

ℎ =  
√ ଷ

ଷ
 𝑎 and ℎ =  

ଶ√ ଷ

ଷ
 𝑎. Depending on the surface tension of the liquid and the strength of 

NC-liquid binding interactions, this may be either a local or global free energy minimum as shown 

in figure 3.1. NCs where this is a local minimum will have a global minimum at either 0 immersion 

or full immersion as seen in the flat orientation, but in the case where this approximately half-

immersed state is a global free energy minimum NCs will adopt the tilted orientation and partially 

immerse into the liquid. 

 
MD simulations 

The configurations of NCs on the water surface after equilibration are shown in figure 

3.2A-C. For NCs with weak NC-water coupling (> −0.1 kcal mol), NCs sit on the water surface 

and do not immerse, while strong NC-water coupling ( < −0.5 kcal mol leads to complete 

immersion. Partial immersion and adoption of the tilted orientation is observed for NCs with 

intermediate NC-water coupling (−0.45 kcal mol < < −0.1 kcal mol , with the immersed area 

positively correlated with coupling strength as shown in figure 3.2G. This correlation is similar to 

that previously reported for spherical NPs16. The body diagonals of the NCs are not aligned with 

the vector normal to the water surface, instead being misaligned by 4.5°−6.7° as shown in figure 

3.2H. Simulations of NCs passivated with organic ligands of varying hydrophobicity revealed that 

each of the immersion states predicted is accessible with real ligands. The NCs, shown after 

equilibration in figure 3.2D-F, were coated with hydrophobic (dodecane-1-thiol, -S(CH2)11CH3), 
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moderately hydrophobic (11-methoxyundecane1-thiol, -S(CH2)11OCH3), or hydrophilic (12-

mercaptododecan-1-ol, -S(CH2)12OH) ligands. Au@dodecane-1-thiol NCs do not immerse, 

Au@11-methoxyundecane-1-thiol NCs partially immerse in tilted orientations, and Au@12- 

mercaptododecan-1-ol NCs immerse during equilibration at the water surface. The Au@12-

mercaptododecan-1-ol NCs do not fully immerse due to parting of ligands at the NC edges that 

exposes the hydrophobic alkyl region of the ligands (Fig. 3.2F). Following simulations of single 

NCs at the water surface, systems of 2-4 naked NCs (ε=−0.3 kcal mol) were prepared and 

equilibrated to investigate the clustering behavior of NCs in the tilted orientation. NCs were 

initially placed halfway immersed at the water surface in the flat orientation in linear, L-shaped, 

staggered, or shifted arrangements with slight separation between NCs as shown in figure 3.3 

(insets). NCs quickly reoriented to the tilted orientation upon the start of equilibration, following 

which they approached each other via diffusion and formed stable aggregates (figure 3.3) via 

binding interactions between neighboring facets. Individual NCs showed slight shifting or rotation 

of facet to facet contacts (figure 3.3A, middle, and figure 3.3B, right, respectively) rather than 

perfect overlap of facets, which would maximize the interactions between NCs. Aggregates of 

NCs favored tilted orientations, where the immersion of each NC depends on its position within 

the aggregate. Similar configurations are expected for larger aggregates of NCs, though without 

the tilted orientation of the complete aggregate. Self-assembly of NCs into larger superlattices is 

governed by the same principles, and this behavior suggests the possibility of forming "Janus-

type" superlattices where a more hydrophilic NC forms an immersed layer and an intermediate NC 

forms a layer above it. 
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Figure 3.2: Configurations of A) hydrophobic NC, B) moderately hydrophilic NC, and C) 

hydrophilic NC on water (transparent blue surface) surface after 100 ns MD 
simulation. D-F) Configurations of NCs with similar hydrophobicity to A-C but 
with explicit ligands (C atoms shown in green, O atoms in red, and H atoms not 
shown for clarity). G) Immersed area of naked NCs as a function of ε. H) Angle 

between naked NC body diagonal and vector normal to liquid surface as function of 
ε. NC immersion depends on the hydrophobicity of the NC. 
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Figure 3.3: A) Configurations of two or three NC clusters (ε = −0.3 kcal/mol) in different initial 

arrangements (insets). In the initial states, the NCs have 45 or 50 Å center-to-center 
distances. B) Configurations of four NC clusters (ε = −0.3 kcal/mol) in different 

initial arrangements (insets). In the initial state, the NCs have 45 Å center-to-center 
distances. All images are obtained after 100 ns of equilibration. 

 
CONCLUSIONS 

As expected, NCs which show very strong NC-liquid binding interactions will immerse 

fully, resulting in bulk solution behavior, while NCs where NC-liquid binding energy is small 

relative to the surface energy of the liquid will not immerse into the liquid. However, there is an 

intermediate regime where NC-liquid binding is strong enough for the approximately half-

immersed free energy minimum to be lower in energy than 0 immersion but not strong enough for 

full immersion to be favored. This results in a global free energy minimum at approximately half 

immersion and NCs which show this NC-liquid binding will adopt the tilted orientation and 

immerse partway into the liquid. The self-assembly of NCs is dependent on the immersion 

behavior of the NCs, which is determined by the liquid surface energy and the strength of NC-

liquid interactions. 
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Chapter 4: Self-assembly of super-charged nanospheres in ionic solution 

INTRODUCTION 

The assembly of NPs into superlattices is of interest both at interfaces, as discussed in 

Chapter 3, and in the bulk as described in the present chapter. The assembly of charged NPs in 

solution is also of interest because charged NPs can assemble into superlattices with structures 

determined by electrostatics rather than the vdW or hard-sphere interactions that drive the 

assembly of neutral NPs20,22. Because electrostatic interactions may be either attractive or 

repulsive, in contrast to the always-attractive nature of vdW and hard-sphere interactions, this 

allows the synthesis of NP superlattices with non-close-packed structures22. Unlike lattices of 

small (atomic or molecular) ions, the stoichiometry of superlattices formed by charged NPs is not 

dictated by charge neutrality, as a result of screening by ions in solution19. This allows the 

preparation of BNSLs with novel structures and resulting novel optical19,20,22, catalytic20,22, 

magnetic, and mechanical20 properties. The structure formed by self-assembly of charged NPs is 

dependent on the size of the NPs, their core materials, their charge density and overall charge, and 

the ionic strength of the solution in which they assemble19. Manipulation of one or more of these 

properties allows control over the resulting SLs and is of significant experimental interest19,20,22. 

Understanding how these properties govern the self-assembly of charged NPs is crucial to enabling 

the rational design and synthesis of BNSLs formed by self-assembly of charged NPs. Here, a 

system of super-charged spherical NPs in a solution with relatively high ionic strength is 

considered. NPs are dispersed in a concentrated solution of (NH4)2CO3 and form SLs as the ions 

evaporate from the solution. Because SL formation begins when the ionic strength of the solution 

is still relatively high, NP interactions take the form of a surface-centered Yukawa type potential 

due to screened Coulombic coupling between charged tips of ligands. Longer range Coulombic 

coupling is screened by the ionic solution. 
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METHODS 

Geometric criterion for superlattice structure 

Based on a pure geometry/energy criterion, charged NPs will form a particular lattice if the 

lattice constants and NP size ratio allow oppositely charged NPs to be in direct contact with each 

other. NPs will thus form a lattice which satisfies this criterion or, should no lattice be favorable, 

form an amorphous aggregate. For the CsCl lattice (figure 4.1A), the center-to-center distance 

between two similarly charged particles is 𝑑 and for two oppositely charged particles it is 
√ ଷ 

ଶ
 𝑑. 

For a size ratio 𝑑஺: 𝑑஻ where 𝑑஺ > 𝑑஻, a CsCl lattice can be formed only when 𝑑஺: 𝑑஻ is less than 

1.366: 1, as greater size ratios do not allow B particles to contact neighboring A particles even 

when A particles are in direct contact with each other. Similarly to the CsCl lattice, a hexagonal 

lattice (figure 4.1B) should form when the lattice constant and NP size ratio allow oppositely 

charged NPs to be in direct contact with each other. For the hexagonal lattice, the center-to-center 

distance between two A particles is the lattice constant 𝑓 and for two dissimilar NPs it is ℎ =

 
 √ଶଵ

଺
 𝑓. For size ratios 𝑑஺: 𝑑஻ larger than 1.9: 1, contact between oppositely charged NPs is not 

possible even when A particles are in direct contact. Using the same arguments as for the CsCl 

lattice, the hexagonal lattice cannot be formed at size ratios larger than 1.9: 1. Finally, a Th3P4 

lattice (figure 4.1C) may be formed when the NP size ratio and the Th3P4 lattice constants 𝑑஺ି஺ 

and 𝑑஺ି஻ allow direct contact between oppositely charged NPs but the CsCl and hexagonal lattice 

constants would not. Based on the distances between A (large) particles and B (small) particles 

shown in figure 4.1c, 𝑑஺ି஺ = 4.03631 and 𝑑஺ି஻ =  2.9869 units, the Th3P4 lattice will fail to 

form when 
ௗಲ

ௗಳ
 >  

ௗಲ

ଶ.ଽ଼଺ଽି
೏ಲ
మ

=  2.083, leading to the formation of an amorphous aggregate when 

𝑑஺: 𝑑஻ > 2.083: 1. 
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Figure 4.1: Scheme of A) CsCl, B) hexagonal, and C) Th3P4 lattices showing their respective 

lattice constants. 

 
Numerical model of superlattice structure using free energy profiles 

Spherical Au NP cores with diameter 5 nm were prepared in VMD and covered with either 

11-mercaptoundecanoic acid (MUA) or 70% (11-mercaptoundecyl)-N,N,N-trimethylammonium 

(TMA)/30% 1-hexanethiol ligands56–58 (Au@TMA) using our own code. For NPs with MUA 

ligands (Au@MUA), 50% of ligands were protonated (neutral) and 50% were deprotonated 

(negative). Each NP was covered with 382 randomly placed ligands, placed in a solution of 4.28 

M (NH4)2CO3 (the concentration at which the start of NP self-assembly is observed) prepared 

using a combination of the VMD autoionize plugin55 and our own code. TIP3P water molecules 

were added using the VMD solvate plugin. All interactions were defined by the CHARMM general 

force field59,60 with ligand parameters determined using the CGenFF ParamChem web server59,61. 

Free energy profiles were obtained using umbrella sampling (US) and the weighted histogram 

analysis method (WHAM)43,44. All MD simulations used for US were performed in the NpT 

ensemble using NAMD2.12 software35. US simulations were performed at a pressure of 1 bar and 

temperature of 310 K with a Langevin constant of 0.01 ps−1 , a time step of 1.8 fs, and evaluation 

of long-range interactions every 1 (vdW) and 2 (Coulombic) time steps. The particle-mesh Ewald 

(PME) method40,41 was used to calculate long-range Coulombic interactions. US simulations were 

performed with center-to-center distance as the reaction coordinate, a reaction coordinate of 1 Å 
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(with occasional simulations at 0.5 Å intervals to ensure adequate histogram overlap), NP core 

centers of mass restrained to their initial positions using a harmonic potential with a spring constant 

of 1 
௞௖௔௟  

௠௢௟ Åమ 
, and a total equilibration time of 10 ns. Images of the simulated systems were prepared 

using VMD. US was performed to determine free energy profiles of pairs of dissimilarly charged 

NPs and of similarly (positive or negative) charged NPs. Free energy profiles were used to 

calculate lattice free energies by counting the number of first and second neighbor contacts 

between NPs within the unit cell of each lattice and summing over the NP-NP interaction free 

energies for distances resulting from these contacts (see figure 4.2B). To obtain approximate 

interaction energies for pairs of NPs with diameters other than 𝑑஺ = 𝑑஻ = 5 𝑛𝑚, energies were 

scaled by factors of 
ௗಲௗಳ

ଶହ ௡௠మ
, 

ௗಲ
మ

ଶହ  ௡௠మ
, or 

ௗಳ
మ

ଶହ ௡௠మ
 to obtain the pairwise interaction energies EAB, EAA, 

and EBB respectively. Surface energies were calculated as the cost to eliminate coupling between 

surface NPs and the would-be neighboring NPs that are not present due to the crystal surface. 

 
Figure 4.2: A) A pair of Au@TMA (left) and Au@MUA (right) NPs in 4.28 M (NH4)2CO3 

solution, after 22 ns of equilibration. TMA is shown in blue, 1-hexanethiol in cyan, 
MUA in green, NH4

+ ions in dark blue, and CO3
2- ions in red. NP cores are 5 nm in 

diameter and NPs are shown at a center-to-center distance of 7.3 nm. B) The free 
energy profiles of NP binding as calculated by US for each pair of NPs. 

 
RESULTS 

Geometric criterion for lattice formation 

The predicted regions where each lattice is formed are shown in figure 4.3. The geometric 

criterion and experimental data are largely in agreement, but there are several experimental 
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structures which do not fit the geometric prediction. These outliers are the result of molecular 

details such as ligand flexibility that the simple geometric model does not consider, and a more 

accurate model can be constructed by numerical methods such as US. 

 

 
Figure 4.3: Phase diagram of self-assembled superlattice structures, obtained in experiment by 

Prof. Rafal Klajn’s group (points) superposed with the line boundaries obtained by 
the geometric criteria analytical model. The variables are the sizes of the positively 

and negatively charged particles. 

 
Numerical model of lattice formation based on Gibbs free energy 

Free energy of binding between oppositely charged NPs in 4.28 M (NH4)2CO3 solution has 

a local minimum of ∆𝐺 = −50 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 at an NP separation of 7.1-7.25 nm, corresponding to 

NPs with ligand shells that are in direct contact. Because of the high ion concentration in the 

system, a very short screening length of λ=0.1nm is calculated and NP interactions are essentially 

nonexistent at surface-to-surface distances greater than 0.8-1 nm. Because of this very short 

screening length, long-range Coulomb coupling is negligible and the SL structure is determined 

only by local (first and second neighbor) interactions, resulting in lattices similar to those formed 

by monatomic ions. The difference in free energy profile (figure 4.2B) between pairs of positive 

(Au@TMA) NPs and pairs of negative (Au@MUA) NPs is the result of the smaller number of 

MUA ligands which are charged, as well as the different ligand structure and differing interaction 

with NH4
+ and CO3

2- counter ions. Because of this difference, separate calculations were 
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performed with Au@TMA (positive) NPs as the larger NPs in A positions and smaller Au@MUA 

(negative) NPs in B positions, and with negative Au@MUA occupying A positions with smaller 

Au@TMA NPs occupying B positions. There is no difference for the CsCl lattice because A and 

B positions in that lattice are equivalent. The calculated lattice free energies (figure 4.4) again 

show better agreement with experimental data than does the geometric model. Additionally, unlike 

the geometric model the numerical model shows that formation of the CsCl lattice is energetically 

favorable for NPs which are close in size, while larger size differences favor formation of the 

hexagonal or Th3P4 lattices. While formation of the Th3P4 lattice is energetically favorable in the 

same region as the CsCl and hexagonal lattices, it is not the most energetically favorable lattice 

except when it is the only favorable structure. This explains both the boundaries between the CsCl, 

hexagonal, and Th3P4 lattices seen in experimental data as well as the numerous outliers, which 

likely result from kinetic trapping. 



23 

 
Figure 4.4: Contour maps showing lattice free energy surfaces of (a) CsCl, (b-c) hexagonal, and 

(d-e) Th3P4 lattices, overlaid with experimental data from the Klajn group (points). 

 
CONCLUSIONS 

The phase diagram of spherical Au@MUA and Au@TMA NPs in 4.28 M (NH4)2CO3 

aqueous solution was developed by umbrella sampling and shows rough agreement with 

experimental data (figure 4.5). The majority of outliers can be explained by kinetic trapping in a 

lattice which is stable but not the most energetically favorable, as formation of such lattices is still 

more energetically favorable than remaining in solution or formation of an amorphous aggregate. 

However, this is not true of all outliers. These may be the result of the relatively large surface 

energy which is calculated for all of the observed crystals. 

 

Figure 4.5: Phase diagram of SL formation by Au@MUA and Au@TMA NPs in aqueous 4.28 
M (NH4)2CO3 solution, overlaid with experimental data. 
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Chapter 5: Computational modeling of carbon nanotube-bound DNA-peptide conjugate 

nanosensors 

INTRODUCTION 

 Use of semiconducting SWCNTs as building blocks for functional materials is an 

area of current interest, as the assembly of functional materials requires chemical modification of 

the SWCNT surface, and covalent modifications such as oxidation destroy their nIR fluorescence 

due to distortion of the conjugated π system31, making their use as biosensors challenging. 

Noncovalent functionalization with biological macromolecules preserves nIR fluorescence and 

produces a water-soluble complex despite the intrinsic hydrophobicity of SWCNTs62. 

Modifications such as wrapping of SWCNTs with ssDNA have been shown to produce fluorescent 

biosensors for reactive oxygen species, small molecules, neurotransmitters, nucleic acids, sugars, 

and proteins32–34. Here, I describe my use of MD simulations to understand the availability of a 

peptide bound to 1 or 2 ssDNA molecules for binding to αIIBβ3 integrin protein when (6,5)-

SWCNTs are functionalized with the peptide-ssDNA hybrid. 

METHODS 

Classical atomistic MD simulations were performed to examine the structure and dynamics 

of ssDNA−RGD conjugates on SWCNTs. These simulations were used to determine the likely 

structures of these conjugates, calculate the exposure of RGD motifs to the solvent and potential 

binding partners, and analyze RGD dynamics. The simulated systems contained (6,5) SWCNTs 

wrapped with (GT)5−RGD or (GT)5−RGD−(GT)5 molecules. The initial configurations of all 

simulations were generated by using Material Studio (Accelrys Software Inc. Materials Studio, 

Release 4.5; Accelrys Software Inc.: San Diego, CA, 2007) and visual MD (VMD) software55. 

First, helical structures of ssDNAs were constructed by using Material Studio, and then, SWCNTs 

were wrapped with the helical ssDNAs by using VMD plugins. The systems were solvated and 
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ionized using the SOLVATE and IONIZE VMD plugins55. The final systems contained approximately 

73 000 ((GT)5−RGD) and 95 500 ((GT)5− RGD−(GT)5) atoms. A salt concentration of 150 mM 

NaCl was selected to mimic physiological conditions. The CHARMM36 force-field parameters63 

and the TIP3P water model were used to define interactions for all the simulated molecules. The 

CHARMM general force field (Cgenff)36 was used to model the organic linkers connecting ssDNA 

and RGD peptides. The NAMD2.12 package was employed to perform MD simulations35. Long-

range electrostatics were evaluated by the particle-mesh Ewald method40,41. The evaluation of van 

der Waals and long-range Coulomb interactions was performed every 1 and 2 time steps, 

respectively; the timestep was set to 2 fs. All simulations were conducted in the NpT ensemble 

using periodic boundary conditions. Temperature and pressure remained constant at 300 K and 1 

bar, respectively; the Langevin constant was set to 𝛾௅௔௡௚  =  0.01 𝑝𝑠ିଵ . All the systems were 

initially minimized for 10 000 steps. After minimization and warming of the system, water and 

ions were equilibrated for 1 ns around the hybrid systems, which were restrained using harmonic 

forces with a spring constant of 1 
௞௖௔௟

௠௢௟ Åమ
. Then, the systems were equilibrated for 100 ns, while 

only SWCNTs were held restrained. Slightly different initial structures were selected from the 

trajectories obtained during system warming, and each system was run in three independent 

simulations. All the analyses were performed during the last 50 ns of production runs. Images of 

simulated systems were prepared with VMD. Solvent-exposed fraction of the RGD motif at time 

𝑡 was calculated using the formula 

 

𝑎ௌ஺ = 1 −
௔ೃಸವ(௧)ା௔ವಿಲషೄೈ಴ಿ೅(௧)ି௔ೃಸವషವಿಲషೄೈ಴ಿ೅(௧)

ଶ௔ೃಸವ(௧)
    (5.1) 

 

where 𝑎ோீ஽(𝑡), 𝑎஽ே஺ିௌௐ஼ே்(𝑡), and 𝑎ோீ஽ି஽ே஺ିௌௐ஼ே (𝑡) are the solvent-accessible 

surface areas of the RGD motif, DNA and SWCNT, and the RGD−DNA−SWCNT complex, 

respectively, at time 𝑡. The evaluation was done by the SASA built-in VMD plugin35, where the 

van der Waals radius of 1.4 Å was assigned to atoms to identify the points on a sphere that are 

accessible to the solvent. The solvent exposed fractions of RGDs reported in Figure 5.1c were 
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calculated by averaging the data obtained using equation 5.1. The dynamics of RGD motifs were 

evaluated by first calculating the Cartesian coordinates of RGDs centers of mass in time and then 

converting these coordinates into cylindrical coordinates r, θ, and z by means of our Tcl and 

Fortran codes. The choice of cylindrical coordinates for tracking the RGD dynamics was based on 

the symmetry of the simulated systems. Because SWCNTs are not completely covered by 

(GT)5−RGD or (GT)5−RGD−(GT)5 molecules in the simulation setup, these molecules were free 

to translate and rotate on SWCNTs. Therefore, θ and z coordinates of the RGD center of mass 

reported in Figure 5.2 include the motion of RGD with respect to the DNA parts of molecules. To 

get pure dynamics of RGD motifs with respect to ssDNA anchors, translation and rotation of the 

whole (GT)5−RGD and (GT)5−RGD−(GT)5 molecules were subtracted out. 

 
Figure 5.1: a) linear hybrid structure; b) bridged hybrid structure; c) RGD solvent exposed 

fraction; d) binding of RGD motif to integrin αIIBβ3. 
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Figure 5.2: Plots of the normalized position of RGD in cylindrical coordinates, for a) r; b) θ; c) z. 

The r coordinate is correlated with RGD binding availability. 
RESULTS 

The solvent exposure of the RGD motif was analyzed for both systems in three independent 

simulations (Figure 5.1c). The RGD motif was mostly (70−80%) exposed to the solvent in all the 

cases, and thus available to bind to the integrin. The other 20−30% of the surface of the RGD motif 

interacted with SWCNT and ssDNA. This exposure of RGD should be sufficient for integrin 

binding because RGD binds into a shallow surface pocket of the integrin, as shown for the integrin 

αIIbβ3 in Figure 5.1d. The observed availability of RGD to bind to the integrin is in agreement 

with the binding observed in experiments64. 
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According to experimental data, bridged hybrids exhibit higher binding affinity for αIIBβ3 

integrin64. However, all RGD motifs in molecules with helically wrapped ssDNAs are exposed to 

the solvent and available for integrin binding (Figure 5.1c). Instead, the differences in integrin 

binding could be due to differences in flexibility and conformational freedom of ssDNA−RGD 

conjugates. Therefore, the dynamics of RGDs in linear and bridge hybrids was examined. Figure 

5.2 shows the dynamics of RGDs along three cylindrical coordinates r, θ, and z, which match the 

symmetry of the simulated systems. The RGD motifs had distinctly different dynamics in bridged 

versus linear hybrids. First, RGD motifs in bridged hybrids stayed rigid in θ and z dimensions 

because of being restrained by covalent bonds on both sides. On the other hand, RGD motifs in 

linear hybrids were very flexible and continuously changed their orientations with respect to 

ssDNA anchors. Second, RGD motifs in bridged hybrids did not fully approach the SWCNT 

surface, whereas RGD motifs in linear structures were able to adsorb fully onto the SWCNT 

(Figure 5.2a, simulation 1, where r approaches 6 Å). The results in Figure 5.2 show that RGDs in 

bridged hybrids remain available for binding, whereas the flexible RGDs in linear hybrids can 

engage in competitive binding with SWCNTs and ssDNA. 

 
CONCLUSIONS 

The availability of RGD in both linear and bridged hybrids was evaluated by calculating 

the solvent accessible surface area of RGD in each system. RGD is less flexible in the bridged 

hybrids, which while preventing some highly accessible conformations accessed by linear hybrids 

early in simulations also prevents RGD from interacting with ssDNA or the SWCNT by π-π 

stacking. As the experimental results published by Polo et al64 show that CNTs bound to bridged 

hybrids have higher binding affinity to αIIBβ3 integrin than those bound to linear hybrids, the 

decreased flexibility of bridged hybrids leads to higher binding affinity by forcing RGD to adopt 

an integrin-accessible conformation without competitive interactions with ssDNA and the 

SWCNT. 
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