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Every Feasibly Computable Reals-to-Reals Function Is Feasibly Uniformly Continuous

Olga Kosheleva and Vladik Kreinovich

Abstract  It is known that every computable function is continuous; moreover, it is computably continuous in the sense that for every $\varepsilon > 0$, we can compute $\delta > 0$ such that $\delta$-close inputs lead to $\varepsilon$-close outputs. It is also known that not all functions which are, in principle, computable, can actually be computed: indeed, the computation sometimes requires more time than the lifetime of the Universe. A natural question is thus: can the above known result about computable continuity of computable functions be extended to the case when we limit ourselves to feasible computations? In this paper, we prove that this extension is indeed possible.

1 What We Do in This Paper

What is known. It is known that every computable reals-to-reals function is continuous; moreover, it is computably uniformly continuous on each bounded region; this was first proven in [3, 4] in the late 1950s; see, e.g., [5].

Why do we need to go beyond this result. Since the 1960s, we know that not everything that is, in principle, computable can actually be computed: if computations require more time than the lifetime of the Universe, we clearly cannot actually perform these computations. A special notion of feasible computations was introduced to denote computations that are, in principle, practically possible; see, e.g., [1, 2].

At present, the usual formalization of this notion is by equating feasible with polynomial time: an algorithm $Y = f(X)$ is feasible if for each input $X$, its computation time is bounded by a polynomial $P(len(X))$ of the length of the inputs.
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It is desirable to see if the above result can be extended to the case when we limit ourselves to feasible computations.

**What we do in this paper.** In the paper, we prove that the above continuity result can indeed be extended to the feasible case.

The structure of this paper is as follows: in Section 2, we provide a brief reminder of what are computable functions and how we can formulate and prove the corresponding result. The desired extension to the feasible case is provided in Section 3.

### 2 Computable Reals-to-Reals Functions and Related Result: A Brief Reminder

**What do we mean by a computable reals-to-reals function: towards a natural definition.** By the very meaning of the word “computable”, a computable real-valued function \( f(x_1, \ldots, x_k) \) of \( k \) real-valued inputs is a function whose values can be computed based on the inputs. Such functions are used to process data \( x_1, \ldots, x_k \).

The goal of this data processing is to estimate the value of some other quantity \( y \) which is related to the quantities \( x_1, \ldots, x_n \) by the formula \( y = f(x_1, \ldots, x_k) \). For example, we want to estimate tomorrow’s temperature \( y \) at some spatial location based on the current values \( x_1, \ldots, x_k \) of different meteorological quantities at this and nearby locations.

However, in the ideal world, data are the actual values of the corresponding physical quantities. The way we learn the values \( x_i \) is by measurement: either by direct measurements, or by processing the results of appropriate auxiliary measurements. It is therefore important to take into account that measurements are never absolutely accurate, they always have some accuracy – often described by the number of digits \( m \) in the corresponding binary representation, so that the accuracy is \( 2^{-m} \). In other words, instead of knowing the actual values \( a_1, \ldots, a_k \) of the corresponding quantities, we only know the measurement results \( x_1, \ldots, x_k \) which are \( 2^{-m} \)-close to these values, i.e., for which \( |x_i - a_i| \leq 2^{-m} \) for all \( i \) from 1 to \( k \). Since the known values \( x_i \) are only approximations to the actual values \( a_i \), the result \( f(x_1, \ldots, x_k) \) of data processing is only an approximation to the desired ideal value \( f(a_1, \ldots, a_k) \).

We want to make sure that the result \( y = f(x_1, \ldots, x_k) \) of data processing is close to the desired (ideal) value \( b = f(a_1, \ldots, a_k) \), and we need to know what is the accuracy of the estimate \( y \), i.e., how close is \( y \) to the desired value \( b \): if we do not know this accuracy, i.e., if the difference \( y - b \) can be arbitrarily large, then the estimate \( y \) is useless – since it does not impose any restrictions on \( a \) at all.

In practice, we want to estimate \( b \) with some given accuracy. For example, for temperature, with the accuracy of a few degrees. It may be that the existing accuracy with which we know \( x_k \) is not enough to achieve the desired accuracy of \( y \) – this happens when the sensors are not very accurate. In this case, to get the value \( b \) with the desired accuracy, we need to perform more accurate measurements – and we
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need to make sure for some accuracy of measuring the inputs, we will get the desired accuracy in $y$.

Also, it is important to take into account that in practice, all physical quantities are bounded: speeds are bounded by the speed of light, distances on Earth are bounded by the size of the Earth, etc. So, it makes sense to consider functions defined on a box

$$[a_1, \bar{a}_1] \times \ldots \times [a_k, \bar{a}_k].$$

Thus, we arrive at the following definition.

**What are computable reals-to-reals function: natural definition and the known result.** Let us start with the definition.

**Definition 1.** We say that a reals-to-reals function $f(a_1, \ldots, a_k)$ defined on a box

$$[a_1, \bar{a}_1] \times \ldots \times [a_k, \bar{a}_k]$$

is computable if there exists an algorithm that, for each tuple $a = (a_1, \ldots, a_k)$ of real numbers, given a natural number $n$, computes a $2^{-n}$-approximation to the value $b = f(a_1, \ldots, a_k)$. In addition to the usual computational steps, this algorithm can ask, for each $i$ and for each natural number $j$, for a $2^{-j}$-approximation to the value $a_i$.

**Definition 2.** We say that a function $f(a_1, \ldots, a_k)$ is computably uniformly continuous if there is an algorithm that, given a natural number $n$, computes a natural number $m$ for which, if $|a_i - a'_i| \leq 2^{-m}$ of all $i$, then

$$|f(a_1, \ldots, a_k) - f(a'_1, \ldots, a'_k)| \leq 2^{-n}.$$

**Proposition 1.** Every computable function is computably uniformly continuous.

**Proof.** Let $f(a_1, \ldots, a_k)$ be a computable function, and let $n$ be given. Let us show how we can now compute the desired value $m$.

For this purpose, for each $m = 0, 1, 2, \ldots$, we consider all possible tuples $a = (a_1, \ldots, a_k)$ in which each all the values $a_i$ are proportional to $2^{-m}$. To each such tuple, we apply the algorithm $f(a_1, \ldots, a_n)$. If for one of these tuples, the algorithm for computing the function $f(a_1, \ldots, a_n)$ asks for a $2^{-j}$-approximation to one of the values $a_i$ with $j > m$, we stop computations related to this $m$, and repeat the same procedure for the next value $m$, etc.

Let us prove that this procedure stops, i.e., that we will get $m$ for which computations for each such tuple will finish without asking for more accurate approximations. For such $m$, the algorithm asks for only $2^{-j}$-approximations with $j \leq m$ – and for any tuple $(a_1, \ldots, a_k)$, these approximations can be made proportional to $2^{-m}$.

Let us prove the existence of such $m$ by contradiction. Let us assume that no such $m$ exists. This means that for each $m$, there exists a tuple $a(m)$ for which providing the $2^{-m}$-approximations is not enough. All these tuples $a(m)$ belong to a bounded box which is a compact set. It is known that from every sequence in a compact set we
can extract a converging subsequence \(a(s_1), a(s_2), \ldots\) with \(s_j \to \infty\). For the limit \(\ell\) of this subsequence, the tuples \(a(s_j)\) form the corresponding approximations. Thus, for this limit tuple \(\ell\), the algorithm \(f(a_1, \ldots, a_m)\) will never stop:

- by definition of \(a(s_1)\), this algorithm cannot stop by using only \(2^{-s_1}\)-approximations;
- by definition of \(a(s_2)\), it cannot stop by using only \(2^{-s_2}\)-approximations, etc.

This contradicts to our definition of a feasibly computable function, according to which the function should be applicable to any tuple. This contradiction shows that the desired value \(m\) does exit. The proposition is proven.

3 New Result

Definition 3. We say that a reals-to-reals function \(f(a_1, \ldots, a_k)\) defined on a box 
\[ [\underline{a}_1, \overline{a}_1] \times \ldots \times [\underline{a}_k, \overline{a}_k] \]
is feasibly computable if there exists an algorithm that, for each tuple \((a_1, \ldots, a_k)\) of real numbers, given a natural number \(n\), computes a \(2^{-n}\)-approximation to the value \(a = f(a_1, \ldots, a_k)\) in time bounded by some polynomial of \(n\). In addition to the usual computational steps, this algorithm can ask, for each \(i\) and for each natural number \(j\), for a \(2^{-j}\)-approximation to the value \(a_i\).

Definition 4. We say that a function \(f(a_1, \ldots, a_k)\) is feasibly uniformly continuous if there is a feasible algorithm that, given a natural number \(n\), computes a natural number \(m\) for which, if \(|a_i - a'_i| \leq 2^{-m}\) of all \(i\), then
\[ |f(a_1, \ldots, a_k) - f(a'_1, \ldots, a'_k)| \leq 2^{-n}. \]

Proposition 2. Every feasibly computable function is feasibly uniformly continuous.

Proof. By definition of a feasibly computable function, all the values \(j\) – for which the algorithm for computing this function requests for the \(2^{-j}\)-approximation to the inputs – must be computed in time bounded by some polynomial of \(n\). Generating each bit in the requested integer \(j\) requires at least one computational step. This means that the number of bits in \(j\) cannot exceed \(P(b(n))\), where \(b(n) \approx \log_2(n)\) is the length of the number \(n\) – i.e., the number of bits in the input \(m\). Thus, if for \(m = 2^{P(b(n))}\), we know the \(2^{-m}\)-approximation to \(a_i\), we can get answers to all such questions and compute the value \(f(a_1, \ldots, a_k)\) for all possible inputs. So, the function \(f(a_1, \ldots, a_k)\) is indeed feasibly uniformly continuous, for the value \(m = 2^{P(b(n))}\) that can be feasibly computed from \(n\). The proposition is proven.
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