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In many practical situations, to get the desired estimate or prediction, we need to process existing data. This data usually comes from measurements, and measurements are never 100% accurate. Because we only know the input values with uncertainty, the results of processing this data also comes with uncertainty. To make an appropriate decision, we need to know how accurate is the resulting estimate, i.e., how the input uncertainty “propagates” through the data processing algorithm. In the ideal case, when we know the probability distribution of each measurement error, we can, in principle, use Monte-Carlo simulations to describe the uncertainty of the data processing result. In practice, however, we often only have partial information about the measurement uncertainty: for example, instead of the exact values of the cumulative distribution function $F(x)$, we only know bounds on $F(x)$. Such information is known as the probability box (p-box, for short). In this paper, we provide feasible algorithms for propagating p-box uncertainty.

1. Formulation of the problem

What are the main objectives of science and engineering. The main objectives of science and engineering can be roughly summarized as follows: to understand the current state of the world, to predict the future state of the world, and to come up with a proper strategy to make this future state as good for us as possible.

How can we describe this in precise terms. To describe the current or future state of the world, we need to list the values of all the numerical characteristics of this state – i.e., in other words, the values of the corresponding physical quantities. For example, to describe the current state of the weather in a given area, we need to list the temperature, wind speed,
wind direction, atmospheric pressure, humidity, etc. The state of a mechanical system can be characterized by the locations and velocities of all the particles that form this system, etc.

Similarly, to describe the strategy for changing the state, we need to list the numerical characteristics of the corresponding control. For example, if we want to drive from Point A to Point B, we need to know the exact path, i.e., distances, angles, speeds, etc.

**Information about the world comes from measurements.** Our information about the values of different physical quantities comes from measurements – this is, in effect, a definition of measurement: a process to supply us with the values of different physical quantities.

**Need for data processing.** Some quantities we can measure directly. For example, we can directly measure the width of an office desk, we can directly measure the weight of a person or even of a truck. However, for some physical quantities, it is very difficult – or even impossible – to measure them directly. For example, we cannot directly measure the distance to a faraway star or the overall amount of oil in an oil field. Since we cannot measure the corresponding quantity \( y \) directly, the only way to measure them is to measure them indirectly, i.e.:

- to measure some easier-to-measure quantities \( x_1, \ldots, x_n \) that are related to the desired quantity \( y \) by a known dependence \( y = f(x_1, \ldots, x_n) \), and then
- apply the algorithm \( f \) to the results \( \tilde{x}_1, \ldots, \tilde{x}_n \) of these measurements and thus get an estimate \( \hat{y} = f(\tilde{x}_1, \ldots, \tilde{x}_n) \) for the desired quantity \( y \).

This is an important particular case of what is called data processing.

Data processing is also needed to predict the future value \( y \) of each quantity of interest based on the current values \( x_1, \ldots, x_n \) of this and related quantities. Data processing is needed to determine the appropriate control values based on the current state. In all these cases, we apply an appropriate algorithm \( y = f(x_1, \ldots, x_n) \) to the results \( \tilde{x}_i \) of measuring some quantities \( x_i \).

**Need to take uncertainty into account.** Measurement are never 100% accurate; see, e.g.,\(^5\). Each measurement result \( \tilde{x}_i \) is, in general, different from the actual (unknown) value \( x_i \) of the corresponding quantity. The difference \( \Delta x_i = \tilde{x}_i - x_i \) – known as the measurement error – is, in general, different from 0.
Because $\tilde{x}_i \neq x_i$, the result $\tilde{y}$ of applying the algorithm $f$ to measurement results $\tilde{x}_i$ is, in general, different from the value $y = f(x_1, \ldots, x_n)$ that we would have gotten if we knew the exact values of the measured quantities $x_1, \ldots, x_n$.

In practice, it is important to know how big the difference $\Delta y \overset{\text{def}}{=} \tilde{y} - y$ can be. For example, if we estimated the amount of oil in a given field as 150 million tons, then, if it is 150 $\pm$ 20, this is good news, we can start exploring the field. However, if it is 150 $\pm$ 200, then maybe there is no oil in this field at all, so we need to perform additional measurements before investing millions of dollars into this exploitation.

In general, we need to know how uncertainty in $x_i$ affects the uncertainty of the result of applying the algorithm $f$ to the inputs $x_i$, i.e., how uncertainty propagates from the inputs $x_i$ to the output $y$. In other words, we need to solve the following problem.

**Uncertainty propagation: a general formulation of the problem.** We know:

- the data processing algorithm $y = f(x_1, \ldots, x_n)$,
- the measurement results $\tilde{x}_1, \ldots, \tilde{x}_n$, and
- some information about the measurement errors $\Delta x_i = \tilde{x}_i - x_i$.

Based on this information, we need to get the information about the estimation error $\Delta y = \tilde{y} - y$, where $\tilde{y} = f(\tilde{x}_1, \ldots, \tilde{x}_n)$, and $y = f(x_1, \ldots, x_n)$.

**How can we describe uncertainty: ideal case.** To analyze how uncertainty propagates, we need to analyze how this uncertainty is described. To fully describe the uncertainty of each measurement, we need to know what values of measurement error are possible, and how frequent are different possible values. In other words, we need to know the probability distribution of each measurement error $\Delta x_i$.

Measurement errors corresponding to different measurements are usually caused by different factors and are, thus, independent. Our objective is to use this information about $\Delta x_i$ to provide the probability distribution for the desired estimation error $\Delta y$.

**How to propagate uncertainty: ideal case.** In this ideal case, we can use Monte-Carlo simulations to produce the desired distribution for $\Delta y$. Namely, several times $k = 1, \ldots, K$, we:

- simulate the measurement errors $\Delta x_i^{(k)}$ according to the known
distribution for each such error,

- compute the simulated values $x_i^{(k)} = \tilde{x}_i - \Delta x_i^{(k)}$, and
- compute $y^{(k)} = f(x_1^{(k)}, \ldots, x_n^{(k)})$ and $\Delta y^{(k)} = y^{(k)} - \bar{y}$.

One can check that the resulting values $y^{(k)}$ are distributed according to the desired distribution of $\Delta y$.

**How can we describe the corresponding probability distributions.**

There are many ways to represent a probability distribution: by the probability density function (pdf), by the cumulative distribution function, by moments, etc. The problem is that most of these representations are not universal:

- some distributions do not have finite moments – e.g., Cauchy distribution;
- some distributions do not have the probability density function – e.g., distribution located at a single value with probability 1.

The only universal representation is by using a cumulative distribution function (cdf) $F_i(X) \equiv \text{Prob}(\Delta x_i \leq X)$.

**Comment.** There are infinitely many real numbers $X$, and thus, infinitely many values $F_i(X)$. Of course, we cannot store infinitely many values.

The usual way to describe a general function $F_i(X)$ is to store its values for some inputs $X_{i,1} < X_{i,2} < \ldots < X_{i,N}$ that form a dense grid on the real line.

Thus, in this paper, we will be using this way to represent uncertainty – each probability distribution will be described by the values $F_i(X_{i,1}), \ldots, F_i(X_{i,N})$ of the corresponding cdf at a dense grid of values $X_{i,j}$.

**Often, we only have partial information about the probabilities.**

In many real-life cases, we often only have partial information about the probabilities. This means that for each possible value $X_i$ of the measurement error $\Delta x_i$:

- instead of knowing the exact value $F_i(X_{i,j})$,
- we only have partial information about $F_i(X_{i,j})$ – i.e., we have *bounds* on this value.

Usually, possible values of $F_i(X_{i,j})$ form an interval $[F_i(X_{i,j}), \bar{F}_i(X_{i,j})]$. So, a natural way to describe such cases is to have a function that assigns
such interval to each value $X_{i,j}$. This function is known as a \textit{probability box}, or \textit{p-box}, for short; see, e.g.,\footnote{1}.

Comment. Usually, when we estimate a characteristic $c$ of a probability distribution – be it mean, standard deviation, or cdf – from a sample:

- we have an estimate $\tilde{c}$ based on the this sample – e.g., the sample mean, the sample standard deviation, etc. – and
- we also have bounds $\Delta_c$ (with some sufficient certainty) on the absolute value of the difference $\Delta c = \tilde{c} - c$ between the sample-based estimate $\tilde{c}$ and the actual (unknown) value $c$ of this characteristic.

In this case, we can conclude that the actual value $c$ lies somewhere in the interval $[\tilde{c} - \Delta_c, \tilde{c} + \Delta_c]$.

Some methods for estimating the value of a statistical characteristic directly produce the interval of possible values $[\bar{c}, \overline{\bar{c}}]$. This interval can also be represented in the form $[\bar{c} - \Delta c, \bar{c} + \Delta c]$ if we take

$$\bar{c} = \frac{c + \overline{\bar{c}}}{2} \quad \text{and} \quad \Delta c = \frac{\overline{\bar{c}} - c}{2}.$$ 

So, in the following text, we will inter-changeingly use both ways of representing the interval of possible values of each statistical characteristic.

Finally, the formulation of the specific problem: of propagating p-box uncertainty. We know:

- the data processing algorithm $y = f(x_1, \ldots, x_n)$,
- the measurement results $\tilde{x}_1, \ldots, \tilde{x}_n$; and
- $n$ \textit{p-boxes} $[F_i(X_{i,j}), \overline{F_i(X_{i,j})}] = [\bar{F}_i(X_{i,j}) - \Delta_{i,j}, \bar{F}_i(X_{i,j}) + \Delta_{i,j}]$ that describe possible probability distributions for the measurement errors $\Delta x_i = \tilde{x}_i - x_i$.

We are interested in the information about a statistical characteristic $c$ describing the difference $\Delta y = \tilde{y} - y$, where $\tilde{y} = f(\tilde{x}_1, \ldots, \tilde{x}_n)$ and $y = f(x_1, \ldots, x_n)$. This characteristic can be the mean, the standard deviation, or the value $F(Y_j)$ of the cdf of $\Delta y$.

Based on the known information, \textit{we need to estimate} the range

$$[\bar{c} - \Delta c, \bar{c} + \Delta c]$$

of possible values of $c$ for all possible distributions $F_i(X)$ of $\Delta x_i$ for $\Delta x_i$ which $F_i(X_{i,j}) \in [\bar{F}_i(X_{i,j}), \overline{F_i(X_{i,j})}]$ for all $i$ and $j$. 
Comment. By using the Monte-Carlo techniques, we can estimate the value $\tilde{c}$ corresponding to the sample-based distributions $\tilde{F}_i(X)$. So, the main task to estimate the value $\Delta_c$ – that described possible deviations from this value.

What is known and what is not known. There exist feasible algorithms for propagating p-box uncertainty for many important cases; see, e.g., \cite{1}. However, there is no general efficient algorithm for such propagation.

What we do in this paper. In this paper, we provide a feasible algorithm for solving this problem.

2. Analysis of the problem

Cannot we just use Monte-Carlo simulations? The main difference between the p-box case and the ideal case – when we know all the probability distributions – is that for each input $x_i$, we may have several different probability distributions. So, a natural idea is to try many of them.

A simple analysis shows that this is not feasible. Even if we consider $2$ values for each of $N$ points $X_1, \ldots, X_N$, this means $2^N$ options. Trying $2^N$ options is not feasible: already for reasonable $N \approx 300$, this requires more computational steps than the lifetime of the Universe; see, e.g., \cite{3,4}. It is usually assumed that only algorithm that require no more than polynomial number of $O(n^k)$ computational steps are feasible.

So, we cannot use this straightforward approach, we need to come up with new ideas.

Possibility of linearization. For different possible distributions of $\Delta x_i$, we have different values of the cdf $F_i(X)$, and thus, different values of $\Delta F_{i,j} \equiv \tilde{F}_i(X_{i,j}) - F_i(X_{i,j})$. As a result, in general, we get different values of the desired characteristic $c$, and thus, different values of the difference $\Delta c = \tilde{c} - c$.

The value $\Delta c$ depends on all the differences $\Delta F_{i,j}$:

$$\Delta c = D(\Delta F_{1,1}, \ldots, \Delta F_{1,N}, \ldots, \Delta F_{i,j}, \ldots, \Delta F_{n,N}),$$

for some function $D$. Our objective is to find this function $D$.

When the sample is reasonable large, sample-based estimates of all the characteristics – including cdf – are reasonably accurate. This means that the differences $\tilde{F}_i(X_{i,j}) - F_i(X_{i,j})$ are reasonably small. In general, this means that terms which are quadratic in terms of $\Delta F_{i,j}$ are much smaller
than linear terms and can, thus, be safely ignored. For example if $\Delta F_{i,j} \approx 10\%$, then $(\Delta F_{i,j})^2 \approx 1\% \ll 10\%$.

Thus, we can use the usual linearization idea (frequent in physics\textsuperscript{2,7} and in processing measurement results in general\textsuperscript{5}):

- we expand the dependence $D$ of $\Delta c$ on $\Delta F_{i,j}$ in Taylor series, and
- we ignore terms which are quadratic (and higher order) in $\Delta F_{i,j}$ and keep only linear terms.

Thus, we arrive at the linear dependence:

$$\Delta c = \sum_{i,j} a_{i,j} \cdot \Delta F_{i,j}, \quad (1)$$

for some coefficients $a_{i,j}$.

So, the question of funding the function $D$ is reduced to the question of finding the appropriate coefficients $a_{i,j}$.

**How can we find the coefficients $a_{i,j}$?** For each $i = 0, 1, \ldots, n$, and $j = 1, \ldots, N$, we form a cdf $F_i^{(j)}(X)$ for which we have $F_i^{(j)}(X_{i,j}) = \tilde{F}_i(X_{i,j})$ for all $i' \neq i$, while for $i' = i$:

- we have $F_i^{(j)}(X_{i,k}) = F_i(X_{i,k})$ for $k \leq j$, and
- we have $F_i^{(j)}(X_{i,k}) = \overline{F}_i(X_{i,k})$ for $k > i$.

We use Monte-Carlo (or any other) method to find the value $\Delta c_{i,j}$ corresponding to the cdf’s $F_i^{(j)}(X)$.

Because of linearity (1), we have

$$\Delta c_{i,j} - \Delta c_{i,j-1} = a_{i,j} \cdot (\tilde{F}_i(X_j) - \overline{F}_i(X_{i,j})) = 2a_{i,j} \cdot \Delta c_{i,j}.$$  

So, we can estimate $a_{i,j}$ as

$$a_{i,j} = \frac{\Delta c_{i,j} - \Delta c_{i,j-1}}{2\Delta c_{i,j}}.$$  

**Once we know $a_{i,j}$, how can we estimate $\Delta c$?** We know that each value $\Delta F_{i,j}$ lies somewhere in the interval $[-\Delta c_{i,j}, \Delta c_{i,j}]$. We also an additional constraint on these values – that the resulting values $F_i(X_{i,j}) = \tilde{F}_i(X_{i,j}) + \Delta F_{i,j}$ must be non-strictly increasing in $j$:

$$\tilde{F}_i(X_{i,j}) + \Delta F_{i,j} \leq \tilde{F}_i(X_{i,j+1}) + \Delta F_{i,j+1}.$$  

Thus, we arrive at the following algorithm for computing $\Delta c$. 
3. Algorithm for propagating p-box uncertainty: description

- First, we use the Monte-Carlo – or any other method – to find the value $c$ of the characteristic $c$ when each $\Delta x_i$ is distributed according to the cdf $F_i(X)$.

- Then, for each $i = 0, 1, \ldots, n$, and $j = 1, \ldots, N$, we form a cdf $E_i^{(j)}(X)$ for which we have $E_i^{(j)}(X_{i,j}) = \bar{F}_i(X_{i,j})$ for all $i' \neq i$, while for $i' = i$:
  - we have $E_i^{(j)}(X_{i,k}) = F_i(X_{i,k})$ for $k \leq j$, and
  - we have $E_i^{(j)}(X_{i,k}) = \bar{F}_i(X_{i,k})$ for $k > i$.

- We use Monte-Carlo (or any other) method to find the value $\Delta c_{i,j}$ corresponding to the cdf’s $E_i^{(j)}(X)$.

- Then, we estimate $a_{i,j} = \frac{\Delta c_{i,j} - \Delta c_{i,j-1}}{2\Delta i,j}$.

- Finally, we find the desired value $\Delta c$ by solving the following optimization problem:

$$\Delta c = \sum_{i,j} a_{i,j} \cdot \Delta F_{i,j} \rightarrow \max$$

under the following constraints:

$$-\Delta i,j \leq \Delta F_{i,j} \leq \Delta i,j$$

for all $i$ and $j$, and

$$\bar{F}_i(X_{i,j}) + \Delta F_{i,j} \leq \bar{F}_i(X_{i,j+1}) + \Delta F_{i,j+1}$$

for all $i$ and $j$.

Comments.

- In the last optimization problem, we maximize a linear expression under linear constraints – which means that this problem is a particular case of linear programming. There are many feasible algorithms for solving linear programming problems; see, e.g., $^8$. Specifically, solving a linear programming problem with $u$ unknowns requires $O(u^{2+1/18})$ computational steps. In our problem, we have $u = N \cdot n$ unknowns, so this is indeed feasible.

- Our algorithm requires $N \cdot n + 1$ calls to Monte-Carlo simulation procedure, which is also feasible.
4. Discussion: how accurate are the results of the proposed algorithm?

Need to estimate accuracy. Our algorithms uses Monte-Carlo simulations, and Monte-Carlo simulations only provide an estimate for a statistical characteristic. It is therefore desirable to know how accurate are the resulting estimates for $\Delta_c$ – and what can we do to get the estimate of $\Delta_c$ with given relative accuracy $\varepsilon$.

Accuracy of the result of Monte-Carlo simulations: reminder. It is known that if we run the simulations $T$ times, the resulting uncertainty decreases as $1/\sqrt{T}$; see, e.g., \[6\].

Analysis of the problem and the resulting estimate. Let $\Delta$ denote the size of the differences $\Delta F_{i,j} = F_i(X_{i,j}) - F_j(X_{i,j})$. So, in linear approximation, the value $\Delta_c$ is proportional to $\Delta$.

Let $\varepsilon$ be the relative accuracy with which we want to estimate the value $\Delta_c$. For example, we can take $\varepsilon = 20\%$:

- remember, this is accuracy with which we determine accuracy;
- measuring instrument can have accuracy 10\%, but 11.6\% accuracy does not make too much practical sense.

This means that we need absolute accuracy $\varepsilon \cdot \Delta$. In general, if we use values at $N$ points, a monotonic function is represented with accuracy $\sim 1/N$. Thus, we need to have $N \sim 1/(\varepsilon \cdot \Delta)$.

Let $\delta$ be the accuracy with which we determine each value $\Delta c_{i,j}$. Each term in the linear dependence (1) is close to the difference $\Delta c_{i,j} - \Delta c_{i,j-1}$. Thus, the value of each term is of order $\delta$.

The standard deviation of the sum of $N \cdot n$ independent terms grows as $\sqrt{N \cdot n}$. So, the accuracy with which we determine $\Delta c$ is $\delta \cdot \sqrt{N \cdot n}$. Thus, to reach accuracy $\varepsilon \cdot \Delta$, we need to select $\delta = \varepsilon \cdot \Delta/\sqrt{N \cdot n}$.

Let $M$ denote the number of calls to $f$ that we use to estimate each $\Delta c_{i,j}$. In general, $M$ iterations provide relative accuracy $\sim 1/\sqrt{M}$. To get $1/\sqrt{M} \sim \delta = \varepsilon \cdot \Delta/\sqrt{N \cdot n}$, we thus need:

$$M \sim \varepsilon^{-2} \cdot \Delta^{-2} \cdot N \cdot n \sim \varepsilon^{-3} \cdot \Delta^{-2} \text{ calls to } f.$$  

We need to compute $N \cdot n \sim n \cdot \varepsilon^{-1} \cdot \Delta^{-1}$ values $\Delta c_{i,j}$. Thus, overall, we need

$$N \cdot n \cdot M \sim (\varepsilon^{-1} \cdot \Delta^{-1}) \cdot (\varepsilon^{-3} \cdot \Delta^{-2}) = \varepsilon^{-4} \cdot \Delta^{-3} \text{ calls to } f.$$  

This is polynomial in $\varepsilon^{-1}$ and $\Delta^{-1}$ and thus, still feasible.
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