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Low-Probability High-Impact Events Are Even
More Important Than It Is Usually Assumed

Aaron Velasco, Olga Kosheleva, and Vladik Kreinovich

Abstract A large proportion of undesirable events like earthquakes, floods, torna-
dos occur in zones where these events are frequent. However, a significant number
of such events occur in other zones, where such events are rare. For example, while
most major earthquakes occur in a vicinity of major faults, i.e., on the border be-
tween two tectonic plates, some strong earthquakes also occur inside plates. We
want to mitigate all undesirable events, but our resources are limited. So, to allocate
these resources, we need to decide which ones are more important. For this deci-
sion, a natural idea is to use the product of the probability of the undesirable event
and possible damage caused by this event. A natural way to estimate probability is
to use the frequency of such events in the past. This works well for high-probability
events like earthquakes in a seismic zone near a fault. However, for low-probability
high-impact event the frequency is small and, as a result, the actual probability may
be very different from the observed frequency. In this paper, we show how to take
this difference between frequency and probability into account. We also show that
if we do take this difference into account, then low-probability high-impact events
turn out to be even more important than it is usually assumed.
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1 Introduction

High-probability vs. low-probability events. Many undesirable events happen all
the time. It is important to prepare for these events, to mitigate the future damage as
much as possible.

Some of these events have a reasonable high probability. For example, earth-
quakes regularly happen in California, hurricanes regularly happen in Florida and
other states, tornadoes regularly happen in North Texas, floods regularly happen
around big rivers, etc. Such events happen all the time with varying strength, and
everyone understands that we need to be prepared for situations when the strength
will becomes high, causing potentially disastrous consequences.

Undesirable events are not confined to zones where such events have a reason-
ably high frequency. For example, while the majority of major earthquakes occur
in seismic zones, where earthquakes are a common occurrence, some major earth-
quakes occur in areas where strong earthquakes are very rare, where the last serious
earthquake may have occurred thousands of years ago – and the only reason we
know about it is indirectly, by the effect of this strong past earthquake the geology
of the region.

Low-probability events are important. The problem with low-probability high-
impact events is that, in contrast to events in high-probability zones where most
people are prepared, people in low-probability events are mostly unprepared. For
example, in California, since medium-size earthquakes happen there all the time,
building codes require that buildings be resistant to (at least medium-strength) earth-
quakes, and within each building, most shelves are attached to the walls, so that they
do not cause extra damage when the earthquake hits. In contrast, in low-probability
zones, none of these measures are implemented. As a result, when the undesirable
event happens – with even medium strength – it causes much more damage than a
similar-strength event in high-probability zones.

How should we allocate resources: current approach. The fact that we need to
take into account low-probability high-impact events is well understood. Of course,
it is not realistically possible to take into account all possible low-probability events,
so we need to allocate resources to the most important events. Traditional way to
decide on the importance of an event is to multiply its probability by the damage it
may cause – this idea is in perfect accordance with the decision theory.

Remaining problem. The problem of the current approach to resource allocation is
how to estimate the corresponding probability. For high-probability events, events
that occur reasonably frequently, we can estimate it as the frequency of observed
events: e.g., if a major flood happens, on average, every 10 years, we estimate the
yearly probability of this flood as 1/10. For high-probability events, this estimate is
based on a large number of observations and is, therefore, reasonable accurate.

In principle, we can apply the same approach to low probability events – and
this is exactly how such events are analyzed now. However, when events are rare,
the sample of such events is very small, and it is known that for small samples, the
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difference between observed frequency and actual probability can be large. So, the
natural questions are:

• How can we take this difference into account? and
• If we do, what will be the consequences?

What we do in this paper. In this paper:

• We show how the above difference can be taken into account.
• We also show that if we take this difference into account, then low-frequency

high-impact events become even more important than it is usually assumed.

2 Current Way of Allocating Resources: Justification,
Description, and Limitations

Justification: let us use decision theory. There is a whole science of rational de-
cision making, known as decision theory; see, e.g., [1, 2, 3, 4, 5, 6, 7]. According
to decision theory, preferences of a rational person can be described by assigning,
to each possible alternative x, a real number u(x) called utility, so that the decision
maker prefers alternative x to alternative y if and only if the alternative x has higher
utility: u(x)> u(y).

In situations when we have different outcomes with different utilities ui and dif-
ferent probability pi, the equivalent utility u of the corresponding situation is equal
to the expected value of utility:

u = p1 ·u1 + p2 ·u2 + . . .

In particular, if we consider a disaster with potential damage d (and thus, util-
ity −d) and probability p, then the utility of not taking this potential disaster into
account is equal to p · (−d) = −p ·d. According to the above-mentioned notion of
utility, this means that need to primarily allocate resources to situations in which
this negative utility is the worst, i.e., in which the product p ·d is the largest.

Description. The above analysis leads to the way resources are allocated now:

• For each possible zone, we compute the product p ·d of the probability p of the
undesirable event and the damage d that would be caused by this event.

• The larger this product, the higher the priority of this zone.

Comment. This way, many low-probability zones get funding: in these zones, the
probability p is lower than in the high-probability zones, but, as we explained in
the previous section, the potential damage can be much higher, since such zones are
usually unprepared for the undesirable event (or at least much less prepared).

How the corresponding probabilities are estimated. To use the usual techniques,
we need to estimate, for each zone, the probability p of the undesirable event. In
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statistics, the usual way to estimate probability is take the frequency with which this
even happened in the past.

Example 1. If in 200 years of record, the major Spring flood occurred 20 times, we
estimate the probability of the flood as

20/200 = 0.1 = 10%.

Example 2. If in some other area, a similar flood happened only twice during the
200 years, we estimate the probability of flooding in this areas as

2/200 = 0.01 = 1%.

Limitations. As we have mentioned, the main limitation of this approach is that it
does not take into account that the frequency is only as approximate value of the
probability. It is therefore desirable to come up with a more adequate technique, a
technique that would take this difference into account.

3 Coming Up with a More Adequate Technique for Allocating
Resources

What do we know about the difference between probability and frequency. Ac-
cording to statistics (see, e.g., [8]), if we estimate the probability based on n obser-
vations, then, for large n, the difference between the frequency f and probability p
is normally distributed with mean µ = 0 and standard deviation

σ =

√
p · (1− p)

n
.

We do not know the exact probability p, we only know its approximate value f .
By using this approximate value instead of p, we can estimate the above standard
deviation as

σ ≈
√

f · (1− f )
n

.

In general, for a normal distribution, with confidence 95% all random values are
located within the 2-sigma interval [µ − 2σ ,µ + 2σ ]. In our case, this means that
the actual probability can be somewhere in the interval[

f −2 ·
√

f · (1− f )
n

, f +2 ·
√

f · (1− f )
n

]
. (1)



Low-Probability High-Impact Events Are Important 5

How to take this difference into account when making a decision. As we have
mentioned, all we know about the probability p is that it is located somewhere on
the interval (1). This probability may be smaller than f , it may be larger that the
frequency f . Disaster preparedness means preparing for the worst possible scenario.
So, it makes sense to consider the worst-case probability:

p = f +2 ·
√

f · (1− f )
n

. (2)

So, the idea is to use this higher probability instead of the frequency when compar-
ing the importance of different zones. In other words, instead of using the products
p · d for p = f (as in the traditional approach), we need to use the products p · d,
where p is determined by the formula (2).

4 How This Will Affect Our Ranking of Low-Probability
High-Impact Events

Examples. Before providing a general analysis, let us first illustrate, on the above
two examples, how our estimate for probability will change if we use the new tech-
nique.

Example 1. In this case,√
f · (1− f )

n
=

√
0.1 ·0.9

200
=
√

0.00045 ≈ 0.02.

Thus, p ≈ 0.1+ 2 · 0.02 = 0.14. This probability is somewhat larger than the fre-
quency (actually, 40% larger) but it is in the same range as the frequency.

Example 2. In this case,√
f · (1− f )

n
=

√
0.01 ·0.99

200
=
√

0.00005 ≈ 0.007.

Thus, p ≈ 0.01+2 ·0.007 = 0.024. This probability is more than twice larger than
the frequency — actually, here, the 2-sigma term is larger than the original fre-
quency.

Analysis and the resulting quantitative recommendations. An important differ-
ence between these two examples is that:

• in the first example, the frequency is larger than the 2-sigma term, so the estimate
p is of the same order as frequency, while

• in the second example, the 2-sigma term is larger than the original frequency, so
the estimate p is of the same order as the 2-sigma term.

The borderline between these two cases if when the two terms are equal, i.e., when
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f = 2 ·
√

f · (1− f )
n

. (3)

Here, the frequency f is much smaller than 1, so 1− f ≈ 1 and thus, the formula (3)
takes the following simplified form:

f = 2 ·
√

f
n
. (4)

By squaring both sides, we get

f 2 = 4 · f
n
,

i.e., equivalently,

f =
4
n
.

Thus:

• If we have more than 4 past events of this type, then the estimate p is of the same
order as frequency. In this case, the usual estimate for the product p · d works
OK.

• However, if we have fewer than 4 past events of this type, then the estimate p is
much larger than the frequency and thus, the usual estimate for the product leads
to a drastic underestimation of this event’s importance.

Quantitative consequences. The new estimate p for the probability is, in general,
larger than the usual estimate f . Thus, the new value p · d is larger than the value
f ·d estimated by the traditional method.

How larger? The ratio between these two products is equal to

p ·d
f ·d

=
p
f
=

f +2 ·
√

f · (1− f )
n

f
= 1+2 ·

√
1− f
f ·n

= 1+
2√
n
·

√
1
f
−1. (5)

We can see that as the frequency f decreases, this ratio grows – and this ratio tends to
infinity as f tends to 0. So indeed, the use of this new techniques increase the prod-
uct corresponding to low-probability events much higher than for high-probability
events – and thus, makes low-probability high-impact events even more important.
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