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Why in MOND – Alternative Gravitation
Theory – a Specific Formula Works the Best:
Complexity-Based Explanation

Olga Kosheleva and Vladik Kreinovich

Abstract Based on the rotation of the stars around a galaxy center, one can estimate
the corresponding gravitational acceleration – which turns out to be much larger
than what Newton’s theory predicts based on the masses of all visible objects. The
majority of physicists believe that this discrepancy indicates the presence of “dark”
matter, but this idea has some unsolved problems. An alternative idea – known as
Modified Newtonian Dynamics (MOND, for short) is that for galaxy-size distances,
Newton’s gravitation theory needs to be modified. One of the most effective versions
of this idea uses so-called simple interpolating function. In this paper, we provide
a possible explanation for this version’s effectiveness. This explanation is based on
the physicists’ belief that out of all possible theories consistent with observations,
the true theory is the simplest one. In line with this idea, we prove that among all
the modifications which explain both the usual Newton’s theory for usual distance
and the observed interactions for larger distances, this so-called “simple interpo-
lating function” is indeed the simplest – namely, it has the smallest computational
complexity.

1 Formulation of the Problem

What started the whole thing: discrepancy between Newton’s gravity, visible
masses, and observations. According to Newton’s theory of gravitation, bodies
with masses m and M attract each other with the force
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2 Olga Kosheleva and Vladik Kreinovich

F =
G ·m ·M

r2 , (1)

where G is a constant and r is the distance between the bodies. In accordance to
Newton’s Second Law, this force leads to an acceleration a of the mass-m body
such that

F = m ·a. (2)

Newton’s theory of gravitation provides a very accurate description of all the
motions in the Solar system: suffice it to say that the difference between Newton’s
theory and observations of Mercury’s position – the difference that was one of the
reasons for replacing this theory with a more accurate General Relativity Theory –
amounted to less than a half angular second per year; see, e.g., [1, 6, 8].

In this application of Newton’s theory, masses can be determined by observing
the motion of celestial bodies. Specifically, if a body of mass m rotates with velocity
v around a body of mass M at a distance r, then its acceleration is equal to

a =
v2

r
. (3)

By equating the force (2) corresponding to this acceleration with the gravitational
force (1), we conclude that

m · v2

R
=

G ·m ·M
r2 , (3)

thus we can compute the mass M of the central body as

M =
v2 ·R

G
. (4)

From the formula (3), we can also conclude that

v2 =
G ·M

r
, (5)

i.e., that for objects rotating around the same central body at different distances r,
the square of the velocity is proportional to 1/r.

Since Newton’s theory works so well in the Solar system, a natural idea is to use
it to describe other celestial bodies – e.g., rotation of stars in a stellar cluster or in
a galaxy. Surprisingly, it turned out that, contrary to the formula (5), when we get
to the faraway area, where there are very few visible sources, the velocity stays the
same – and does not decrease with r; see, e.g., [7].

The usual explanation is that, in addition to the visible objects, the Universe
contains a large amount of cold matter that practically does not emit radiation and is,
thus, not visible to our telescopes. This dark matter is what most physicists believe
in.

MOND – an alternative theory of gravitation. While the presence of dark matter
explains a lot of empirical facts, there are also some serious issues with this idea.
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One of the main issues is that the main idea behind dark matter is that it should be
reasonably independent from the usual matter, there should be very little correlation
between the usual matter and the dark matter. However, the actual values of the dark
matter mass obtained from the observed velocities seem to be well correlated with
the amount of usual (visible) mass.

This correlation led some physicists to believe that there is no such thing as dark
matter, but that, instead, Newton’s theory needs to be modified. One of the ideas –
that got some observable confirmations – is called Modified Newton’s Dynamics,
MOND, for short. In this theory, instead of the usual Newton’s Second Law (2), we
have a modified Newton’s law

F = m ·g(a), (6)

for an appropriate function g(a); [3, 4, 5]. This theory is consistent with several
other astrophysical phenomena; see, e.g., [2] and references therein.

Comment. To be precise, MOND uses an equivalent but slightly different formula
F = m ·a · f (a) for some function f (a). This is equivalent to our formula (6) if we
take g(a) = a · f (a).

Specifics of MOND. In the Solar system, Newton’s theory works well, So, it is
reasonable to conclude that for reasonable-size accelerations a, we should have g(a)
asymptotically equivalent to a. On the other hand, in cluster- and galaxy-size range,
where the distances are much larger and accelerations are much smaller, the force
is proportional to r−2, while the observed acceleration (3) decreases as r−1. Thus,
in this case, the gravitational force is proportional to a2, so we should gave g(a)
asymptotically equivalent to c ·a2 for some constant c. So, it is reasonable to impose
the following requirement on g(a).

Definition 1. We say that the functions f (x) and g(x) are asymptotically equivalent
when x tends to x0 when

lim
xc→x0

f (x)
g(x)

= 1

.

Definition 2. We say that a function g(a) is consistent with observations if:

• this function is asymptotically equivalent to a when a → ∞, and
• this function is asymptotically equivalent to c·a2 (for some constant c) when a → 0.

Several such functions have been proposed. At present, one of the most effective
is the function

f (a) =
a2

a+a0
(7)

known as simple interpolating function.

Formulation of the problem. How can we explain why, out of all functions that
satisfy Definition 2, namely the function (7) is the most efficient?
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What we do in this paper. In this paper, we provide a possible explanation for
this effectiveness. This explanation is based on the physicists’ belief that our of
all possible physical theories consistent with observations, the simplest one is the
true one [1, 8]. In line with this idea, we show that of all the functions that satisfy
Definition 2, the function (7) is the simplest – in the sense that it has the smallest
computational complexity.

2 Our Explanation

How can we define computational complexity. In a computer, only arithmetic
operations are handware supported, all other computations are reduced to a sequence
of arithmetic operations. For example, if we ask a computer to compute exp(x), what
it will actually do is compute the sum of the first few terms of the corresponding
Taylor series, i.e., the expression

exp(x)≈ 1+ x+
x2

2
+ . . .+

xN

N!
.

Alternatively, it may compute an approximating fractional-linear expression. In all
these cases, each computation consists of several computational steps, each of which
is addition +, subtraction −, multiplication ×, or division /.

Out of these operations:

• addition and subtraction are the fastest,
• multiplication takes longer time – since multiplication is, in effect, a sequence of

additions, and
• division takes the longest time – since the usual way to perform division is to

perform several multiplications.

Let us denote the times needed for each arithmetic operation as, correspondingly,
t±, t×, and t/. Then, we have

t± < t× < t/. (8)

Definition 3. By a sequence of arithmetic operations, we means a finite sequence of
triples T1, . . . ,Tn, where each triple t has the form ⟨op,v1,v2⟩, where:

• op is equal to +, −, ×, or /, and
• for each tuple Ti, each v j is:

– either a symbol x j, where j is a positive integer smaller than i,
– or a real number,
– or the original variable a.

By the result of applying a sequence to a number a, we mean the value of the last
of numbers x1, . . . ,xn, where each xi is the result of applying the corresponding
operation op to the values v1 and v2.
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Examples.

• The expression (a+ 1) · (a+ 2) can be computed by the following sequence of
arithmetic operations: T1 = ⟨+,a,1⟩, T2 = ⟨+,a,2⟩, and T3 = ⟨×,x1,x2⟩. In this
case, x1 = a+1, x2 = a+2, and x3 = x1 · x2.

• The expression (7) can be computed by the following sequence of arithmetic
operations: T1 = ⟨×,a,a⟩, T2 = ⟨+,a,a0⟩, and T3 = ⟨/,x1,x2⟩. In this case, x1 =
a ·a = a2, x2 = a+a0, and x3 = x1/x2 = a2/(a+a0).

Definition 4. Let t, t×, and t/ be positive real numbers for which t± < t× < t/. By
the computational complexity of a sequence of arithmetic operations, we mean the
sum of the numbers top corresponding to these operations.

Examples.

• Computation of (a+1) ·(a+2) consists of two additions and one multiplication,
so the complexity is 2t±+ t×.

• Computation of the expression (7) consists of one addition (to compute a+a0),
one multiplication (to compute a2 = a · a), and one division, so the complexity
is t±+ t×+ t/.

Proposition. Out of all functions that are consistent with observations (in the sense
of Definition 2), the function (7) has the smallest computational complexity.

Comment. It should be mentioned that this result holds no matter what values t± <
t× < t/ we select.

Proof.

1◦. Let us first us first prove that a function g(a) that satisfies Definition 2 must
contain at least one division.

Indeed, otherwise, it would be a polynomial, and the only way a polynomial is
asymptotically equivalent to a for a → ∞ is when it is a linear polynomial – other-
wise, the highest power of a will dominate for large a. However, a linear polynomial
cannot be asymptotically equivalent to c ·a2 when a → 0.

2◦. Let us prove that the expression g(a) cannot consist of only divisions and multi-
plications – and thus, it must contain at leats one addition or subtraction.

Indeed, in the beginning, all we have is a and constants c. Both inputs are ex-
pressions of the type c · ad for some c and integer d: a = 1 · a1 and c = c · a0. One
can easily check that if we multiply or divide such expressions, we will still have an
expression of this type. However, no expression of this type satisfies Definition 2:

• the first condition from this definition implies that d = 1, while
• the second condition is only satisfied when d = 2.

3◦. So, the desired expression must contain at least one division and at least one
addition of subtraction. Depending on how many divisions and multiplications are
used, we can consider the following three cases:
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• The first case is when this expression contains two (or more) divisions.
• The second case is when this expression contains a single division, and all other

operations are additions or subtractions.
• The remaining third case is when this expression contains a single division and

at least one multiplication.

Let us consider these cases one by one.

3.1◦. Let us first consider the first case, when the expression contains two (or more)
divisions.

As we have shown in Part 2 of this proof, the expression must contain at least
one addition of subtraction. Thus, the overall computational complexity must be
larger than or equal to 2t/ + t±. Since t/ > t×, this value is larger than the value
t/ + t× + t± corresponding to (7). Since the expression (7) satisfies Definition 2,
this means that the expression that contains two or more divisions cannot have the
smallest computational complexity among all expressions that satisfy this definition.

3.2◦. Let us now consider the second case, when the expression contains a single
division, and when all other operations are additions or subtractions.

If we simply apply addition and subtraction to a and constants, all we get is
expressions of the type n · a+ c, for some constants n and c. So, all we get after
dividing such expressions is an expression of the type

n ·a+ c
n′ ·a+ c′

,

and all we get by further additions are expressions of the type

n ·a+ c
n′ ·a+ c′

+n′′ ·a+ c′′.

If we bring this sum to the common denominator, we get a fraction in which the
numerator is quadratic in a and the denominator is linear in a:

n2 ·a2 +n1 ·a+n0

d1 ·a+d0
,

for some coefficients ni and di.
If d1 was equal to 0, then this expression could have been obtained without using

division, and we have already shown, in Part 1 of this proof, that this is not possible.
Thus, d1 ̸= 0. So, we can divide both the numerator and denominator by d1 and get
a simpler expression

N2 ·a2 +N1 ·a+N0

a+a0
, where Ni

def
=

ni

d1
and a0

def
=

d0

d1
.

If N2 was equal to 0, then for a → ∞, this expression would be a constant, but,
according to Definition 2, it should grow as a. Thus, N2 ̸= 0, and for a → ∞, this
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expression grows as N2 ·a. Due to Definition 2, this implies that N2 = 1, so we can
further simplify this expression, into

a2 +N1 ·a+N0

a+a0
.

If a0 was equal to 0, then this expression would be equal to

a+N1 +
N0

a
,

that does not provide the right a2 asymptotic. Thus, a0 ̸= 0. So, for a → 0, the
denominator is asymptotically a constant, and thus, the corresponding asymptotic
behavior of the ratio is propotional to the numerator.

If N0 ̸= 0, then:

• this expression would be tending to a non-zero constant when a → 0,
• while we should have ∼ c ·a2.

Thus, we have N0 = 0.
In this case, if we had N1 ̸= 0, then for a → 0:

• this expression will be asymptotically linear,
• while we assumed it to be quadratic.

Thus, we must have N1 = 0 as well.
In this case, the above expression takes the desired form (7).

3.3◦. Finally, let us consider the case when, in addition to division and addi-
tion/subtraction, we also have at least one multiplication.

The expression (7) satisfies Definition 2 and contains exactly one of each opera-
tions, so it clearly has the smallest computational complexity of all such expressions.
So, to complete the proof, we need to show that no other combination of these three
operations leads to a function that satisfies Definition 2. Let us consider all such
combinations.

4◦. Similarly to Part 3.2, we can show that we cannot get any different function g(a)
if we simply add multiplication by a constant. Thus, we need at least one multipli-
cation of expressions that contain a.

5◦. Let us prove that for functions g(a) that satisfy Definition 2, division cannot be
the first operation.

Indeed, in the beginning, all we have is the variable a and constants. So, as a
result of division, we get one of the following expressions:

• either divide a by itself, resulting in 1;
• or divide a by a constant c, resulting in c−1 ·a;
• or divide a constant by another constant – resulting in a new constant;
• or divide a constant by a, resulting in c ·a−1.
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In all these cases, we have an expression of the type c ·an for some integer n. When
we add and multiply such expression, all we have is a polynomial in terms of a and
a−1, i.e., a linear combination of the terms of this type. We can sort these terms in
the increasing order of power and get

g(a) = c1 ·an1 + . . .+ cm ·anm for n1 < .. . < nm.

Here:

• for a → ∞, this expression is asymptotically equivalent to cm · anm , so we must
have nm = 1,

• but for a → 0, this expression is asymptotically equivalent to c1 ·an1 , so we must
have n1 = 2.

This contradicts to the fact that n1 < nm. The statement is proven.

6◦. Let us prove that for 3-step computations consisting of addition (or subtraction),
multiplication, and division, addition/subtraction cannot be the last operation.

Indeed, based on Part 2 of this proof, as a result of division and multiplication,
we can only get expressions of the type c ·an for some integer n. If we apply addition
ot subtraction, we get a linear combination of such expressions, and we have shown,
in Part 5 of this proof, that such linear combination cannot satisfy Definition 2.

7◦. Now we know that in the currently considered third case, when the expression
contains a single division and at least one multiplication, the fastest computation
scheme consists of 3 operations: addition or subtraction, multiplication, and divi-
sion.

We also know that:

• addition/subtraction cannot be the last operation, so it must be first or second,
and

• division cannot be the first operation, so it must be second or third.

In view of these two requirements, let us analyze what are the possible orders of
these three operations.

• If addition/subtraction is the first, then division can be second or third, and mul-
tiplication must be, correspondingly, the third or the second one. So, in this case,
we can have the following sequence of operations: ±,/,× or +,×,/.

• If addition/subtraction is the second operation, then division cannot be second,
it must be third, and the only remaining place for multiplication is to be the first
operation. In this case, we have the following sequence of operations: ×,±,/.

Let us consider the resulting three possible orders one by one.

8◦. Let us first consider the order ±,/,×.

For this order, for the first operation, we start with a and constant. Thus, we have
two possible non-trivial options for the first operation:

• either add or subtract a and a constant, resulting in c±a, or
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• add two a’s, resulting in 2a.

The remaining two possible version of the first operations do not lead to any non-
trivial results. Indeed:

• If we add two constants, we get a new constant – so this step is not needed and
cannot be part of the shortest computation.

• Similarly, if we subtract a from a, we get a constant 0, which also cannot be a
part of the shortest computation.

In both non-trivial operations, after the first step, we get expressions that are
linear in terms of a.

After the first step, we divide two expressions A/B, and then perform multiplica-
tion. This multiplication must include the result of division – otherwise, this result
is not used and we could get a faster computation scheme by skipping this step. So,
we:

• either multiply A/B by some other expression C,
• or multiply the expression A/B by itself.

Let us consider these two options one by one.

8.1◦. Let us first consider the option when we multiply A/B by C.

For this option, we get (A/B) ·C, which is equivalent to (A ·C)/B, i.e., we get
a quadratic expression divided by a linear expression. We have already shown – in
Part 3.2 of this proof – that in this case, Definition 2 leads to the expression (7).

8.2◦. Let us now consider the option when we multiply the fractional-linear expres-
sion A/B by itself.

If the denominator was a constant, then we would not need division, and we
know, from Part 1 of this proof, that this is not possible. Thus, the denominator is a
linear function. In this case, when a → ∞, then A/B tends to a constant. Thus, the
product (A/B)2 cannot be asymptotically equivalent to a. So, in this case, we do not
get an expression that satisfies Definition 2.

9◦. Let us now consider the order ±,×,/.

In the first step, we get an expression which is linear in a. After the multiplica-
tion step, we get an expression which is quadratic in a. We must use this quadratic
expression in division – otherwise, multiplication would not be needed at all, and
we have already considered this case. There are thus two options here:

• We can divide the quadratic expression by a linear expression. Then, as we have
already shown in Part 3.2 of this proof, we get the expression (7).

• Alternatively, we can divide a linear expression by a quadratic expression. Then
the ratio cannot grow as a when a → ∞.

So, in this case, we also get only the expression (7).

10◦. Finally, let us consider the remaining order ×,±,/.
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For this order, we first multiply. We start with a and constants. Thus, we get the
following options:

• We can multiply a constant by a constant – but this will simply lead to a new
constant, that we could have gotten from the very beginning. So, this step cannot
be part of the computation with the smallest computational complexity.

• We can multiply a by a constant, resulting in c ·a. In this case, on the second ±
step, we will get linear functions of a, so the ratio obtained on the third computa-
tional step will be fractionally linear. And we have already shown that fraction-
ally linear functions do not satisfy Definition 2.

• The only remaining option is to multiply a by a, resulting in a2. In this option, as
a result of ±, we get quadratic functions, so as a result of division, we get either
ratio of quadratic and linear function – which we already know leads to (7), or a
ratio of two quadratic functions which tends to a constant when a → ∞ and thus,
also does not satisfy Definition 2.

So, the only possible case is the expression (7).

11◦. So, we have shown that in all possible cases, the only expression g(a) with the
smallest computational complexity is indeed the expression (7). The proposition is
proven.
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