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Abstract—In many practical situations, we know that there is a functional dependence between a quantity $q$ and quantities $a_1, \ldots, a_n$, but the exact form of this dependence is only known with uncertainty. In some cases, we only know the class of possible functions describing this dependence. In other cases, we also know the probabilities of different functions from this class – i.e., we know the corresponding random field or random process. To solve problems related to such a dependence, it is desirable to be able to simulate the corresponding functions, i.e., to have algorithms that transform simple intervals or simple random variables into functions from the desired class. Many of the real-life dependencies are very complex, requiring a large amount of computation time even if we ignore the uncertainty. So, to make simulation of uncertainty practically feasible, we need to make sure that the corresponding simulation algorithm is as fast as possible. In this paper, we show that for this objective, ideas behind neural networks lead to the known Karhunen-Loève decomposition and interval field techniques – and also that these ideas help us go – when necessary – beyond these techniques.

Index Terms—neural networks, interval fields, Karhunen-Loève decomposition

I. GENERAL PROBLEM: NEED FOR SIMULATIONS UNDER UNCERTAINTY

A. Dependencies are ubiquitous

In a nutshell, the main purpose of engineering is to make the world better: whether:

- by controlling natural phenomena (e.g., in damming flooding rivers) or
- by coming up with devices (and ways to use them) that will make the world better for us.

For this purpose, we need to describe the current state of world, and to predict how the state of the world will change under our actions.

Describing the state of world means describing, at each spatial point $(x, y)$ (or, in the 3-D case, $(x, y, z)$), the values of all relevant quantities $q$ at this point. In other words, we want to know the functions $q(x, y)$ or $q(x, y, z)$.

To decide how to change the state of the world, we need to know how the resulting state – i.e., how the resulting values of different quantities – will depend on the parameters $a_1, \ldots, a_n$ characterizing possible actions. In other words, we want to know the dependence $q(a_1, \ldots, a_n)$.

In all these cases, we want to known a function – or functions.

B. Need to take uncertainty into account

Most of the information about the world comes from measurements, and measurements are never absolutely accurate, measurements results are always approximate; see, e.g., [16]. Similarly, the information about dependencies comes from measurements. As a result:

- we never know the exact function $q(a_1, \ldots, a_n)$;
- instead, there is a whole class $\mathcal{F}$ of different functions which are all consistent with the known knowledge.

In many cases:

- in addition to knowing this set $\mathcal{F}$,
- we also know the frequencies (= probabilities) with which different functions from the class $\mathcal{F}$ are expected to occur in similar situations.

In mathematical terms, this situation is known as a random field, or, in the 1-D case, a random process; see, e.g., [22].

C. Need to simulate

One of the most useful methods of studying the world – especially when the equations are too complicated to solve explicitly – is by computer simulation of the corresponding processes.

D. Need to take uncertainty into account during simulations

To make situations realistic, we need to take uncertainty into account. For this purpose, it is desirable to come up with simulations that would:

- produce different functions from the corresponding class $\mathcal{F}$,
- and, if we know the frequencies (probabilities) of different function, produce different functions from the class $\mathcal{F}$ with exactly this frequency.
E. What can be the input to such simulations

To simulate different functions from the given class, a reasonable idea is to use simplest 1-D type of the corresponding uncertainty as inputs:

- In situations when we do not know the probabilities, when we only know the class (= set) \( F \), a natural idea is to use numbers for which we also know only they belong to some set of real numbers. The simplest such set is an interval \([-1, 1]\). So, a natural idea is to use, as inputs, numbers \( c_1, \ldots, c_N \) from the interval \([-1, 1]\).
- In situations when we know the probabilities, a reasonable idea is to use independence 1-D random variables \( c_i \) with some simple distributions: e.g., uniformly distributed on the interval \([0, 1]\) or normally distributed with mean 0 and standard deviation 1.

So, we need algorithms that would transform the values

\[ c = (c_1, \ldots, c_N) \]

into the corresponding functions \( f_c(a_1, \ldots, a_m) \) from the class \( F \).

F. Problem: we need feasible-to-compute algorithms

The dependencies from the class \( F \) are often rather complex, their computation is very time-consuming even if we ignore the uncertainty. For example, accurately predicting tomorrow’s weather require spending several hours on a high-performance computer to solve the corresponding system of partial differential equations.

Taking uncertainty into account would make the computational problems even more complex and thus, requiring even more computation time. It is therefore desirable to come up with the fastest possible simulation algorithms.

G. What we do in this paper

In this paper, we show that the main ideas behind neural networks help explain why KL-decomposition and interval fields are efficient in such uncertainty-related simulations.

We also show that these ideas help to go beyond these techniques – and we also explain why we need to go beyond these two techniques.

II. MAIN IDEAS BEHIND NEURAL NETWORKS: A BRIEF REMINDER

A. What we do in this section

In this section, we recall the main ideas behind neural networks – not all the ideas, but only those that will be helpful in solving our problem.

Namely, what we will recall is how the need to make computations fast naturally lead to neural networks – specifically, to traditional neural networks \([3], [11], [12]\), that were prevalent before the deep learning revolution (see, e.g., \([7], [11], [13]\)).

B. What elementary steps can we use to speed up computations

Every computation is composed of elementary steps. To speed up computations, a reasonable idea is to perform several computational steps in parallel, on different processors. This is how high-performance computers work – in particular, high-performance computers that predict weather and solve other complex computational problems.

For such computations, the overall computation time is the sum of computation times of different computational steps (performed in parallel). Thus, to speed up computations, we need:

- to make these steps as fast as possible, and
- to minimize the overall number of such steps.

C. What are the fastest possible steps?

On each computational step, we transform some inputs \( x_1, \ldots, x_n \) into one or more outputs \( y \). The output \( y \) is usually uniquely determined by the inputs, so, in mathematical terms, we compute the value \( f(x_1, \ldots, x_n) \) of an appropriate function.

Which functions are the easiest to compute? In general, functions can be linear and non-linear. Clearly, linear functions

\[ y = w_0 + w_1 \cdot x_1 + \ldots + w_n \cdot x_n \]

are the easiest (and thus, the fastest) to compute. So linear functions must be among the corresponding elementary computational steps.

D. Need for nonlinear steps

We cannot have only linear steps. If we only use linear steps, then what we will compute is a composition of linear functions – and this composition is always linear. On the other hand, many real-life processes are non-linear; see, e.g., \([6], [21]\). Thus, in addition to linear computational steps, we also need to use some non-linear elementary computational steps.

E. Which nonlinear steps shall we use?

Which nonlinear functions should we use? In general:

- the more inputs we use,
- the more time is needed for computations.

Thus, the fastest to compute are the nonlinear functions that have the smallest possible number of inputs – only one. So:

- in additional linear elementary computational steps,
- we should also use step that consist of applying a nonlinear function \( y = f(x) \) to a single input.

F. Layers

Computations on a parallel computer comes in what is called layers:

- first, all the processors perform one type of operations,
- then they perform other types of operations, etc.

As we have argued, each layer must consist of:

- either computing linear functions,
- or computing non-linear functions of one variable.
Let us denote:
- a linear layer by $L$, and
- a nonlinear layer by $N$.

G. Layers must be interleaving

Our goal is to speed up computations. So, it does not make sense to have a linear layer following a linear layer. Indeed, in such a $L - L$ configuration, all we are computing are compositions of linear functions – which, as we have mentioned, are also linear. Thus, we could as well compute these functions faster, by using a single linear layer instead of two.

Similarly, it does not make sense to have a nonlinear layer following a nonlinear layer. Indeed, in such a $N - N$ configuration, all we are computing are compositions of functions of one variable, i.e., expressions $y = f(g(x))$ which are also simply functions of one variable. Thus, we could as well compute these functions faster, by using a single nonlinear layer instead of two.

So, layers must interleave:
- a linear layer (which is not final) must be followed by a nonlinear layer, and
- a nonlinear layer (which is not final) must be followed by a linear layer.

H. How many layers do we need?

As we have mentioned, to speed up computations, we need to use the smallest possible number of layers. Let us analyze how many layers we need.

I. One layer is not sufficient

With one layer, we can compute either linear functions, or nonlinear functions of a single input. In practice, however, many real-life dependencies are nonlinear, and have more than one input.

Thus, one layer is not enough.

J. What about two layers: two options

In the case of two layers, we can have:
- either a linear layer followed by a nonlinear layer,
- or a nonlinear layer followed by a linear layer.

Let us show that in both cases, we cannot cover all possible dependencies. Specifically, we will show that we are not even able to cover the product

\[
y = x_1 \cdot x_2.
\]

K. $NL - L$ configuration

In the case of $NL - L$ configuration, for $n = 2$ inputs:
- in the first layer, we compute the values $f_i(x_1)$ and/or $g_j(x_2)$,
- in the second layer, we compute a linear combination of these results, i.e., the value

\[
w_0 + w_1 \cdot f_1(x_1) + w_2 \cdot f_2(x_1) + \ldots + v_1 \cdot g_1(x_2) + v_2 \cdot g_2(x_2) + \ldots
\]

We can combine:
- all the value depending on $x_1$ into a single expression, and
- all the values depending on $x_2$ into a single expression.

Thus, we get

\[
y = F_1(x_1) + F_2(x_2),
\]

where we denoted

\[
F_1(x_1) \overset{\text{def}}{=} w_0 + w_1 \cdot f_1(x_1) + w_2 \cdot f_2(x_1) + \ldots
\]

and

\[
F_2(x_2) = v_1 \cdot g_1(x_2) + v_2 \cdot g_2(x_2) + \ldots
\]

Let us show that the expression $x_1 \cdot x_2$ cannot be described in the form $F_1(x_1) + F_2(x_2)$. Indeed, if we could have

\[
x_1 \cdot x_2 = F_1(x_1) + F_2(x_2),
\]

then:
- from the fact that $0 \cdot x_2 = 0$ for all $x_2$, we conclude that

\[
0 = F_1(0) + F_2(x_2),
\]

i.e., that

\[
F_2(x_2) = -F_1(0) = \text{const};
\]

- similarly, from the fact that $x_1 \cdot 0 = 0$ for all $x_1$, we conclude that

\[
0 = F_1(x_1) + F_2(0),
\]

i.e., that

\[
F_1(x_1) = -F_2(0) = \text{const}.
\]

Thus, the sum $F_1(x_1) + F_2(x_2)$ of two constant functions is also a constant, not depending on $x_1$ – and cannot thus be equal to the product $x_1 \cdot x_2$.

L. $L - NL$ configuration

In the case of $L - NL$ configuration:
- in the first layer, we compute a linear combination

\[
w_0 + w_1 \cdot x_1 + w_2 \cdot x_2,
\]

and
- in the second layer, we apply a nonlinear function $f(x)$ of one variable to this linear combination, resulting in

\[
F(x_1, x_2) = f(w_0 + w_1 \cdot x_1 + w_2 \cdot x_2).
\]

Let us show that the product $x_1 \cdot x_2$ cannot be equal to such an expression.

Indeed, in the case of such an equality

\[
x_1 \cdot x_2 = F(x_1, x_2) = f(w_0 + w_1 \cdot x_1 + w_2 \cdot x_2),
\]

we must have $w_1 \neq 0$ and $w_2 \neq 0$ – otherwise the expression $F(x_1, x_2)$ will not depend on $x_1$ or on $x_2$. Now, for each $x_2$, we have

\[
0 = 0 \cdot x_2 = F(w_0 + w_2 \cdot x_2).
\]

Since $w_2 \neq 0$, the expression

\[
w_0 + w_2 \cdot x_2
can take any real value \( x \), so we have \( F(x) = 0 \) for all \( x \) – and therefore, it is not possible to have

\[
0 = F(1 \cdot 1) = 1 \cdot 1.
\]

So, 2 layers are not enough, we must have at least 3 layers.

**M. Which 3-layer configuration is the fastest**

Since layers must interleave, we can have two possible 3-layer configurations: \( L - NL - L \) and \( NL - L - NL \).

- In the first case, we have one nonlinear layer and two linear layers.
- In the second case, we have two nonlinear layers and one linear layer.

Since, as we have mentioned, a linear layer is faster than a nonlinear one, the \( L - NL - L \) configuration is faster.

**N. A general formula for the \( L - NL - L \) configuration**

In the first layer, each processor \( k \) computes a linear combination of inputs:

\[
z_k = w_{k0} + w_{k1} \cdot x_1 + \ldots + w_{kn} \cdot x_n.
\]

In the second layer, we apply some nonlinear function of each outputs \( y_k \) of the first layer, computing \( y_k = f_k(y_k) \) for some functions \( f_k(x) \). Finally, on the last linear layer we compute a linear combination of the values \( y_k \):

\[
y = W_0 + W_1 \cdot y_1 + \ldots + W_K \cdot y_K,
\]

i.e., the value

\[
y = W_0 + W_1 \cdot f_1(w_{10} + w_{11} \cdot x_1 + \ldots + w_{1n} \cdot x_n) + \ldots + W_K \cdot f_K(w_{K0} + w_{K1} \cdot x_1 + \ldots + w_{Kn} \cdot x_n).
\]

**Comment.** It should be mentioned that this is exactly what the traditional neural networks compute. The only difference is that they usually use the same function \( f_k(x) = f(x) \) for all intermediate results.

**O. Three layers are sufficient**

The fact that a 3-layer configuration is sufficient to represent any continuous function on bounded domain with any desired accuracy follows from the fact that each such function can be represented as a Fourier transform, i.e., as a linear combination of sines of linear combinations of the inputs.

This potentially infinite linear combination can be approximated, with any given accuracy, by a finite sum of sines, i.e., by the expression (1) for

\[
f_1(x) = \ldots = f_K(x) = \sin(x).
\]

**P. Neural networks have indeed made uncertainty-related computations faster**

The use of neural networks has indeed led to much faster algorithms for processing uncertainty; see, e.g., [1], [2].

**Comments.**

- It should be mentioned that the paper [1] provides an example of using deep learning – i.e., multi-layer neural networks with more than three layers – in processing uncertainty.
- It is important to mention that:
  - while the uncertainty-related computations that use neural networks are much faster than traditional algorithms,
  - for realistically complex problems, these computations still require – as many applications of machine learning – high-performance computers to finish computations in reasonable time.

Thus, a further computational speed up is desirable.

**III. Main Ideas Behind Neural Networks Explain KL-DECOMPOSITION AND INTERVAL FIELDS**

**A. What we want: a reminder**

We want to have a fast algorithm that would transform values \( c = (c_1, \ldots, c_N) \) that represent simple uncertainties – interval or random – into the corresponding values

\[
f_c(a_1, \ldots, a_n).
\]

**B. Which are the fastest possible algorithms for this purpose**

As we have mentioned earlier, the fastest possible algorithms are linear. Thus, we arrive at the following expression which is linear in \( c_i \):

\[
f_c(a_1, \ldots, a_m) = w_0(a_1, \ldots, a_n) + c_1 \cdot w_1(a_1, \ldots, a_n) + \ldots + c_N \cdot w_N(a_1, \ldots, a_n).
\]

**C. Interval case: main observation**

In situations when each \( c_i \) is taking values from the interval \([-1, 1]\), the expression (2) becomes a particular case of so-called *interval fields*, a useful techniques for analyzing such uncertainty; see, e.g., [1], [2], [9], [23].

**D. Interval case: detailed analysis**

In general, an interval field is defined as the class of all functions of type (2) when each \( c_i \) are in a given interval \([\xi_i, \eta_i]\). Let us show that this general definition can be reduced to the above case, when all the values come from the interval \([-1, 1]\).

Indeed, each interval \([\xi_i, \eta_i]\) can be represented as

\[
[\bar{c}_i - \Delta_i, \bar{c}_i + \Delta_i],
\]

where

\[
\bar{c}_i \overset{\text{def}}{=} \frac{\xi_i + \eta_i}{2},
\]

\[
\Delta_i \overset{\text{def}}{=} \frac{\eta_i - \xi_i}{2}.
\]
is the interval’s midpoint, and
\[ \Delta_i = \frac{\bar{c}_i - \underline{c}_i}{2} \]
is the interval’s half-width, also known – taking into account that an interval is a natural 1-D analogue of a 2-D disk – as its radius.

In these terms, each number \( c_i \) from the interval \([\underline{c}_i, \bar{c}_i]\) can be represented as \( c_i = \bar{c}_i + r_i \cdot \Delta_i \), where \( r_i \) takes all possible values from the interval \([-1, 1]\). Thus, the expression (2) takes the form
\[
\begin{align*}
  f_{c}(a_1, \ldots, a_m) &= w_0(a_1, \ldots, a_n) + \\
  (\bar{c}_1 + r_1 \cdot \Delta_1) \cdot w_1(a_1, \ldots, a_n) + \ldots + \\
  (\bar{c}_N + r_N \cdot \Delta_N) \cdot w_N(a_1, \ldots, a_n),
\end{align*}
\]
i.e., the form
\[
\begin{align*}
  f_{r}(a_1, \ldots, a_n) &= W_0(a_1, \ldots, a_n) + r_1 \cdot W_1(a_1, \ldots, a_n) + \ldots + r_N \cdot W_N(a_1, \ldots, a_m),
\end{align*}
\]
where we denoted
\[
\begin{align*}
  W_0(a_1, \ldots, a_n) &= w_0(a_1, \ldots, a_n) + \\
  \bar{c}_1 \cdot w_1(a_1, \ldots, a_n) + \ldots + \bar{c}_N \cdot w_N(a_1, \ldots, a_n)
\end{align*}
\]
and
\[
\begin{align*}
  W_k(a_1, \ldots, a_n) &= \Delta_k \cdot w_k(a_1, \ldots, a_n),
\end{align*}
\]
and each variable \( r_k \) takes all possible values from the interval \([-1, 1]\).

**E. Computational comment**

To make computations faster, it is desirable to have a representation (2) that uses as few terms \( N \) as possible. Such a reduction is possible. Indeed, in the linear space of all functions, terms \( c_k \cdot w_k(a_1, \ldots, a_n) \) corresponding to different values \( c_k \in [-1, 1] \) form a straight line formed by endpoints:

- \( w_k(a_1, \ldots, a_n) \) (corresponding to \( c_k = 1 \)) and
- \(-w_k(a_1, \ldots, a_n) \) (corresponding to \( c_k = -1 \)).

The set of all the functions of type (2) – the sum of all possible sums of such terms – is known as the **Minkowski sum** of such intervals. A Minkowski sum of straight line intervals is known as a **zonotope**, and it is known that zonotopes can be approximated by zonotopes with smaller number of terms; see, e.g., [4], [10], [20].

**F. Probabilistic case**

In the case when \( c_i \) are independent random variables, a particular case of the expression (2) is Karhunen-Loève (KL) representation of a random field – to be more precise, as a finite approximation to a generic potentially infinite KL representation; see, e.g., [19], [22].

**G. Conclusion of this section**

Thus, the main ideas behind neural networks indeed explain the empirical success of KL-decomposition and interval field techniques.

---

**IV. Need to Go Beyond KL-Representations and Interval Fields**

**A. Which random processes can be represented by KL representations**

In the general probabilistic case, the expression (2) is a sum of a large number of independent random variables
\[
  c_i \cdot w_i(a_1, \ldots, a_n).
\]
In general, each of these terms is reasonably small – otherwise, if a few of these terms were domineering, we could have left only these terms and ignore the others.

It is known that, under reasonable conditions, the distribution of the sum of a large number of small independent random variable is close to Gaussian. This follows from the Central Limit Theorem – see, e.g., [18] – according to which the distribution of such a sum tends to Gaussian when the number of terms increases.

Thus, the expression (2) only works for Gaussian random fields – this is how KL representation is usually used.

**B. Need to go beyond KL representations**

As we have mentioned, the uncertainty comes from measurement errors. It is known that:

- while many measurement errors are indeed normally distributed,
- almost a half of them is not; see, e.g., [14], [15].

To describe such non-Gaussian distributions, we need to go beyond KL-representations.

**C. Non-probabilistic case; which classes of functions can be represented by interval fields**

Each segment \([-1, 1] \cdot w_i(a_1, \ldots, a_n)\) is a convex set. It is known the Minkowski sum of convex sets is a convex set; see, e.g., [17].

Thus, only convex sets of functions can be represented in the form (2).

**D. Need to go beyond interval fields**

Not all sets of possible values are convex. Indeed:

- it is known that a nonlinear transformation, in general, transforms convex sets into non-convex ones, and,
- as we have mentioned, many real-life transformations are nonlinear.

---

**V. Ideas Behind Neural Networks Explain How to Go Beyond KL-Decomposition and Interval Fields**

**A. What is a natural next step after linear transformations: reminder**

As we have mentioned earlier, the need to perform computations fast leads to a layered computation scheme, with a small number of linear \( L \) and nonlinear \( N \) layers, in which each element of a nonlinear layer applies a nonlinear function of one variable to its input.

In the above text, we showed that KL-decomposition and interval fields correspond to using just one linear layer. Since,
as we have shown, in many practical situations, we need to go beyond these techniques, we therefore need to turn to the next fastest approach, when we have two layers.

Since the layers must interleave, we have two possible 2-layer configurations:
- \( NL - L \) and
- \( L - NL \).

Let us analyze these two configurations one by one.

**B. NL - L approach: analysis**

For our problem, \( NL - L \) approach means that:
- we first apply some nonlinear transformations \( c_i \mapsto f_i(c_i) \) to the inputs \( c_i \), and
- then perform a linear transformation:

\[
\begin{align*}
    f(c_1, \ldots, c_m) &= w_0(a_1, \ldots, a_n) + \\
    f_1(c_1) \cdot w_1(a_1, \ldots, a_n) + \ldots + \\
    f_N(c_N) \cdot w_N(a_1, \ldots, a_n).
\end{align*}
\]

\( (3) \)

Will this help? Not really:
- In the probabilistic case, the variables \( f_i(c_i) \) are still independent, so the same Central Limit Theorem still shows that, as a result, we get a Gaussian field or a Gaussian process.
- In the interval case, for continuous functions \( f_i(c_i) \), the range of this function when \( c_i \in [-1,1] \) is still an interval, so we still get an interval field.

**C. L - NL approach: formulas**

Since we cannot use \( NL - L \) approach, a natural idea is to use the \( L - NL \) approach, i.e., to apply a nonlinear function \( f(x) \) to the result (2) of linear processing. This way, we get the following result:

\[
\begin{align*}
    f_c(a_1, \ldots, a_m) &= f \left( w_0(a_1, \ldots, a_n) + \sum_{i=1}^{N} c_i \cdot w_i(a_1, \ldots, a_n) \right).
\end{align*}
\]

\( (4) \)

**D. This approach works**

Empirical results show that the formula (4) – corresponding to the \( L - NL \) approach – indeed leads to a very good description of non-Gaussian probabilistic uncertainty; see, e.g., [5], [8].

We hope that it will be as useful in describe non-convex classes of functions.

**E. What next?**

While so far, the \( L - NL \) approach works well, as we have mentioned, the \( L - NL \) approach cannot describe all possible dependencies. So, at some point, we will encounter practical situations when this approach needs to be replaced by a more accurate one. How can we do it?

Again, the above-described main ideas behind neural networks provide a natural answer: we need to consider 3-layer \( L - NL - L \) approach, i.e., to consider expressions of the type

\[
\begin{align*}
    f_c(a_1, \ldots, a_m) &= W_0 + \\
    W_1 \cdot f_1 \left( w_{10}(a_1, \ldots, a_n) + \sum_{i=1}^{N} c_i \cdot w_{1i}(a_1, \ldots, a_n) \right) + \\
    \ldots + \\
    W_K \cdot f_K \left( w_{K0}(a_1, \ldots, a_n) + \sum_{i=1}^{N} c_i \cdot w_{Ki}(a_1, \ldots, a_n) \right).
\end{align*}
\]

This approach already have the universal approximation property – so it can describe the corresponding class of functions (and, if appropriate, the probability distribution on this class of functions) with any desired accuracy.
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