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Abstract
Linear interpolation is the computationally simplest of all possible interpolation techniques. Interestingly, it works reasonably well in many practical situations, even in situations when the corresponding computational models are rather complex. In this paper, we explain this empirical fact by showing that linear interpolation is the only interpolation procedure that satisfies several reasonable properties such as consistency and scale-invariance.

1 Formulation of the Problem

Need for interpolation. In many practical situations, we know that the value of a quantity $y$ is uniquely determined by the value of some other quantity $x$, but we do not know the exact form of the corresponding dependence $y = f(x)$.

To find this dependence, we measure the values of $x$ and $y$ in different situations. As a result, we get the values $y_i = f(x_i)$ of the unknown function $f(x)$ for several values $x_1, \ldots, x_n$. Based on this information, we would like to predict the value $f(x)$ for all other values $x$. When $x$ is between the smallest and the largest of the values $x_i$, this prediction is known as the interpolation, for values $x$ smaller than the smallest of $x_i$ or larger than the largest of $x_i$, this prediction is known as extrapolation; see, e.g., [1].

Simplest possible case of interpolation. The simplest possible case of interpolation is when we only know the values $y_1 = f(x_1)$ and $y_2 = f(x_2)$ of the function $f(x)$ at two points $x_1 < x_2$, and we would like to predict the value $f(x)$ at points $x \in (x_1, x_2)$.

In many cases, linear interpolations works well: why? One of the most well-known interpolation techniques is based on the assumption that the function $f(x)$ is linear on the interval $[x_1, x_2]$. Under this assumption, we get the following formula for $f(x)$:

$$f(x) = \frac{x - x_1}{x_2 - x_1} \cdot f(x_2) + \frac{x_2 - x}{x_2 - x_1} \cdot f(x_1).$$
This formula is known as linear interpolation.

The usual motivation for linear interpolation is simplicity: linear functions are the easiest to compute, and this explains why we use linear interpolation.

An interesting empirical fact is that in many practical situations, linear interpolation works reasonably well. We know that in computational science, often very complex computations are needed, so we cannot claim that nature prefers simple functions. There should be another reason for the empirical fact that linear interpolation often works well.

**What we do.** In this paper, we show that linear interpolation can indeed be derived from fundamental principles.

## 2 Analysis of the Problem: What Are Reasonable Property of an Interpolation

### What is interpolation.

We want to be able, given values $y_1$ and $y_2$ of the unknown function at points $x_1$ and $x_2$, and a point $x \in (x_1, x_2)$, to provide an estimate for $f(x)$. In other words, we need a function that, given the values $x_1, y_1, x_2, y_2$, and $x$, generates the estimate for $f(x)$. We will denote this function by $I(x_1, y_1, x_2, y_2, x)$.

What are the reasonable properties of this function?

**Conservativeness.** If both observed values $y_i = f(x_i)$ are smaller than or equal to some threshold value $y$, it is reasonable to expect that all intermediate values of $f(x)$ should also be smaller than or equal to $y$. Thus, if $y_1 \leq y$ and $y_2 \leq y$, then we should have $I(x_1, y_1, x_2, y_2, x) \leq y$.

In particular, for $y = \max(y_1, y_2)$, we conclude that

$$I(x_1, y_1, x_2, y_2, x) \leq \max(y_1, y_2).$$

Similarly, if both observed values $y_i = f(x_i)$ are greater than or equal to some threshold value $y$, it is reasonable to expect that all intermediate values of $f(x)$ should also be greater than or equal to $y$. Thus, if $y \leq y_1$ and $y \leq y_2$, then we should have $y \leq I(x_1, y_1, x_2, y_2, x)$.

In particular, for $y = \min(y_1, y_2)$, we conclude that

$$\min(y_1, y_2) \leq I(x_1, y_1, x_2, y_2, x)$$

These two requirements can be combined into a single double inequality

$$\min(y_1, y_2) \leq I(x_1, y_1, x_2, y_2, x) \leq \max(y_1, y_2).$$

We will call this property *conservativeness*.

**x-scale-invariance.** The numerical value of a physical quantity depends on the choice of the measuring unit and on the starting point. If we change the starting point to the one which is $b$ units smaller, then $b$ is added to all the
numerical values. Similarly, if we replace a measuring unit by a one which is
$a > 0$ times smaller, then all the numerical values are multiplied by $a$. If we
perform both changes, then each original value $x$ is replaced by the new value
$x' = a \cdot x + b$.

For example, if we know the temperature $x$ in Celsius, then the temperature
$x'$ in Fahrenheit can be obtained as $x' = 1.8 \cdot x + 32$.

It is reasonable to require that the interpolation procedure should not change
if we simply change the measuring unit and the starting point – without changing
the actual physical quantities. In other words, it is reasonable to require that

$$I(a \cdot x_1 + b, y_1, a \cdot x_2 + b, y_2, a \cdot x + b) = I(x_1, y_1, x_2, y_2, x).$$

$y$-scale-invariance. Similarly, we can consider different units for $y$. The in-
terpolation result should not change if we simply change the starting point and
the measuring unit. So, if we replace $y_1$ with $a \cdot y_1 + b$ and $y_2$ with $a \cdot y_2 + b$,
then the result of interpolation should be obtained by a similar transformation
from the previous result: $I \rightarrow a \cdot I + b$. Thus, we require that

$$I(x_1, a \cdot y_1 + b, x_2, a \cdot y_2 + b, x) = a \cdot I(x_1, y_1, x_2, y_2, x) + b.$$  

Consistency. Let us assume that we have $x_1 \leq x'_1 \leq x \leq x'_2 \leq x_2$. Then, the
value $f(x)$ can be estimated in two different ways:

- we can interpolate directly from the values $y_1 = f(x_1)$ and $y_2 = f(x_2)$,
  getting $I(x_1, y_1, x_2, y_2, x)$, or

- we can first use interpolation to estimate the values $f(x'_1) = I(x_1, y_1, x_2, y_2, x'_1)$
  and $f(x'_2) = I(x_1, y_1, x_2, y_2, x'_2)$, and then use these
two estimates to estimate $f(x)$ as

$$I(x_1, f(x'_1), x_2, f(x'_2), x) = I(x'_1, I(x_1, y_1, x_2, y_2, x'_1), x'_2, I(x_1, y_1, x_2, y_2, x'_2), x).$$

It is reasonable to require that these two ways lead to the same estimate for $f(x)$:

$$I(x_1, y_1, x_2, y_2, x) = I(x'_1, I(x_1, y_1, x_2, y_2, x'_1), x'_2, I(x_1, y_1, x_2, y_2, x'_2), x).$$

Continuity. Most physical dependencies are continuous. Thus, when the two
value $x$ and $x'$ are close, we expect the estimates for $f(x)$ and $f(x')$ to be
also close. Thus, it is reasonable to require that the interpolation function
$I(x_1, y_1, x_2, y_2, x)$ is continuous in $x$ – and that for both $i = 1, 2$ the value
$I(x_1, y_1, x_2, y_2, x)$ converges to $f(x_i)$ when $x \rightarrow x_i$.

Now, we are ready to formulate our main result.
3 Main Result

Definition 1. By an interpolation function, we mean a function \( I(x_1, y_1, x_2, y_2, x) \) which is defined for all \( x_1 < x < x_2 \) and which has the following properties:

- **conservativeness:**
  \[ \min(y_1, y_2) \leq I(x_1, y_1, x_2, y_2, x) \leq \max(y_1, y_2) \]
  for all \( x_1, y_1, x_2, y_2, x \);

- **\( x \)-scale-invariance:**
  \[ I(a \cdot x_1 + b, y_1, a \cdot x_2 + b, y_2, a \cdot x + b) = I(x_1, y_1, x_2, y_2, x) \]
  for all \( x_1, y_1, x, a > 0, \) and \( b \);

- **\( y \)-scale-invariance:**
  \[ I(x_1, a \cdot y_1 + b, x_2, a \cdot y_2 + b, x) = a \cdot I(x_1, y_1, x_2, y_2, x) + b \]
  for all \( x_1, y_1, x, a > 0, \) and \( b \);

- **consistency:**
  \[ I(x_1, y_1, x_2, y_2, x) = I(x_1', I(x_1, y_1, x_2, y_2, x'_1), x_2', I(x_1, y_1, x_2, y_2, x'_2), x) \]
  for all \( x_1, x'_1, y_1, x_2, \) and \( x \); and

- **continuity:**
  the expression \( I(x_1, y_1, x_2, y_2, x) \) is a continuous function of \( x \),
  \( I(x_1, y_1, x_2, y_2, x) \to y_1 \) when \( x \to x_1 \) and \( I(x_1, y_1, x_2, y_2, x) \to y_2 \) when \( x \to x_2 \).

Proposition. The only interpolation function satisfying all the properties from Definition 1 is the linear interpolation

\[
I(x_1, y_1, x_2, y_2, x) = \frac{x - x_1}{x_2 - x_1} \cdot y_2 + \frac{x_2 - x}{x_2 - x_1} \cdot y_1. \tag{1}
\]

Discussion. Thus, we have indeed explained that linear interpolation follows from the fundamental principles—which may explain its practical efficiency.

Proof.

1°. When \( y_1 = y_2 \), the conservativeness property implies that \( I(x_1, y_1, x_2, y_1, x) = y_1 \). Thus, to complete the proof, it is sufficient to consider two remaining cases: when \( y_1 < y_2 \) and when \( y_2 < y_1 \).

We will consider the case when \( y_1 < y_2 \). The case when \( y_2 < y_1 \) is considered similarly. So, in the following text, without losing generality, we assume that \( y_1 < y_2 \).

2°. When \( y_1 < y_2 \), then we can get these two values \( y_1 \) and \( y_2 \) as \( y_1 = a \cdot 0 + b \) and \( y_2 = a \cdot 1 + b \) for \( a = y_2 - y_1 \) and \( b = y_1 \). Thus, the \( y \)-scale-invariance implies that

\[
I(x_1, y_1, x_2, y_2, x) = (y_2 - y_1) \cdot I(x_1, 0, x_2, 1, x) + y_1. \tag{2}
\]
If we denote $J(x_1, x_2, x) \overset{\text{def}}{=} I(x_1, 0, x_2, 1, x)$, then we get

$$I(x_1, y_1, x_2, y_2, x) = (y_2 - y_1) \cdot J(x_1, x_2, x) + y_1 = J(x_1, x_2, x) \cdot y_2 + (1 - J(x_1, x_2, x)) \cdot y_1. \quad (3)$$

3°. Since $x_1 < x_2$, we can similarly get these two values $x_1$ and $x_2$ as $x_1 = a \cdot 0 + b$ and $x_2 = a \cdot 1 + b$, for $a = x_2 - x_1$ and $b = x_1$. Here, $x = a \cdot r + b$, where

$$r = \frac{x - b}{a} = \frac{x - x_1}{x_2 - x_1}.$$ 

Thus, the $x$-scale invariance implies that

$$J(x_1, x_2, x) = J \left(0, 1, \frac{x - x_1}{x_2 - x_1} \right).$$

So, if we denote $w(r) \overset{\text{def}}{=} J(0, 1, r)$, we then conclude that

$$J(x_1, x_2, x) = w \left( \frac{x - x_1}{x_2 - x_1} \right),$$

and thus, the above expression (3) for $I(x_1, y_1, x_2, y_2, x)$ in terms of $J(x_1, x_2, x)$ takes the following simplified form:

$$I(x_1, y_1, x_2, y_2, x) = w \left( \frac{x - x_1}{x_2 - x_1} \right) \cdot y_2 + \left(1 - w \left( \frac{x - x_1}{x_2 - x_1} \right) \right) \cdot y_1. \quad (4)$$

To complete our proof, we need to show that $w(r) = r$ for all $r \in (0, 1)$.

4°. Let us now use consistency. Let us take $x_1 = y_1 = 0$ and $x_2 = y_2 = 1$, then

$$I(0, 0, 1, 1, x) = w(x) \cdot 1 + (1 - w(x)) \cdot 0 = w(x).$$

Let us denote $\alpha \overset{\text{def}}{=} w(0.5)$.

By consistency, for $x = 0.25 = \frac{0 + 0.5}{2}$, the value $w(0.25)$ can be obtained if we apply the same interpolation procedure to $w(0) = 0$ and to $w(0.5) = \alpha$. Thus, we get

$$w(0.25) = \alpha \cdot w(0.5) + (1 - \alpha) \cdot w(0) = \alpha^2.$$ 

Similarly, for $x = 0.75 = \frac{0.5 + 1}{2}$, the value $w(0.75)$ can be obtained if we apply the same interpolation procedure to $w(0.5) = \alpha$ and to $w(1) = 1$. Thus, we get

$$w(0.75) = \alpha \cdot w(1) + (1 - \alpha) \cdot w(0.5) = \alpha \cdot 1 + (1 - \alpha) \cdot \alpha = 2\alpha - \alpha^2.$$
Finally, for $x = 0.5 = \frac{0.25 + 75}{2}$, the value $w(0.5)$ can be obtained if we apply the same interpolation procedure to $w(0.25) = \alpha^2$ and to $w(0.75) = 2\alpha - \alpha^2$. Thus, we get

$$w(0.5) = \alpha \cdot w(0.75) + (1 - \alpha) \cdot w(0.25) = \alpha \cdot (2\alpha - \alpha^2) + (1 - \alpha) \cdot \alpha^2 = 3\alpha^2 - 2\alpha^3.$$  

By consistency, this estimate should be equal to our original estimate $w(0.5) = \alpha$, i.e., we must have

$$3\alpha^2 - 2\alpha^3 = \alpha.$$  

(5)  

5°. One possible solution is to have $\alpha = 0$. In this case, we have $w(0.5) = 0$. Then, we have

$$w(0.75) = \alpha \cdot w(1) + (1 - \alpha) \cdot w(0.5) = 0,$$

and by induction, we can show that in this case, $w(1 - 2^{-n}) = 0$ for each $n$. In this case, $1 - 2^{-n} \to 1$, but $w(1 - 2^{-n}) \to 0$, which contradicts to the continuity requirement, according to which $w(1 - 2^{-n}) \to w(1) = 1$.

Thus, the value $\alpha = 0$ is impossible, so $\alpha \neq 0$, and we can divide both sides of the above equality (5) by $\alpha$.

As a result, we get a quadratic equation

$$3\alpha - 2\alpha^2 = 1,$$

which has two solutions: $\alpha = 1$ and $\alpha = 0.5$.

6°. When $\alpha = 1$, we have $w(0.5) = 1$. Then, we have

$$w(0.25) = \alpha \cdot w(0.5) + (1 - \alpha) \cdot w(0) = 1,$$

and by induction, we can show that in this case, $w(2^{-n}) = 1$ for each $n$. In this case, $2^{-n} \to 0$, but $w(2^{-n}) \to 1$, which contradicts to the continuity requirement, according to which $w(2^{-n}) \to w(0) = 0$.

Thus, the value $\alpha = 1$ is impossible, so $\alpha = 0.5$.

7°. For $\alpha = 0.5$, we have $w(0) = 0$, $w(0.5) = 0.5$, and $w(1) = 1$. Let us prove, by induction over $q$, that for every binary-rational number $r = \frac{p}{2^q} \in [0, 1]$, we have $w(r) = r$.

Indeed, the base case $q = 1$ is proven. Let us assume that we have proven it for $q - 1$, let us prove it for $q$. If $p$ is even, i.e., if $p = 2k$, then $\frac{2k}{2^q} = \frac{k}{2^{q-1}}$, so the desired equality comes from the induction assumption. If $p = 2k + 1$, then

$$r = \frac{p}{2^q} = \frac{2k + 1}{2^q} = 0.5 \cdot \frac{2k}{2^q} + 0.5 \cdot \frac{2 \cdot (k + 1)}{2^q} = 0.5 \cdot \frac{k}{2^{q-1}} + 0.5 \cdot \frac{k + 1}{2^{q-1}}.$$
By consistency, we thus have
\[ w(r) = 0.5 \cdot w\left(\frac{k}{2^{q-1}}\right) + 0.5 \cdot w\left(\frac{k + 1}{2^{q-1}}\right). \]

By induction assumption, we have
\[ w\left(\frac{k}{2^{q-1}}\right) = \frac{k}{2^{q-1}} \quad \text{and} \quad w\left(\frac{k + 1}{2^{q-1}}\right) = \frac{k + 1}{2^{q-1}}. \]

So, the above formula takes the form
\[ w(r) = 0.5 \cdot \frac{k}{2^{q-1}} + 0.5 \cdot \frac{k + 1}{2^{q-1}}, \]

hence \( w(r) = \frac{2k + 1}{2^q} = r. \)

The statement is proven.

8°. The equality \( w(r) = r \) is true for all binary-rational numbers. Any real number \( x \) from the interval \([0, 1]\) is a limit of such numbers – namely, truncates of its infinite binary expansion. Thus, by continuity, we have \( w(x) = x \) for all \( x \).

Substituting \( w(x) = x \) into the above formula (4) for \( I(x_1, y_1, x_2, y_2, x) \) leads exactly to linear interpolation.

The proposition is proven.
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