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Abstract—Ability to ask good questions is an important part of learning skills. Coming up with a good question, a question that can really improve one’s understanding of the topic, is not easy. In this paper, we prove – on the example of probabilistic and fuzzy uncertainty – that the problem of selecting of a good question is indeed hard.

I. FORMULATION OF THE PROBLEM

Asking good questions is important. Even after a very good lecture, some parts of the material remains not perfectly clear. A natural way to clarify these parts is to ask questions to the lecturer. Ideally, we should be able to ask a question that immediately clarifies the desired part of the material. Coming up with such good questions is an important part of learning process, it is a skill that takes a long time to master.

Coming up with good questions is not easy: an empirical fact. Even for experienced people, it is not easy to come up with a good question, i.e., with a question that will maximally decrease uncertainty.

What we do in this paper. In this paper, we prove that the problem of designing a good question is indeed computationally difficult (NP-hard).

We will show this both for probabilistic and for fuzzy uncertainty. Specifically, we will prove NP-hardness for the simplest types of questions – for “yes”-“no” questions for which the answer is “yes” or “no”. Since already designing such simple questions is NP-hard, any more general problem (allowing more complex problems) is NP-hard as well.

II. TOWARDS DESCRIBING THE PROBLEM IN PRECISE TERMS: GENERAL CASE

What is uncertainty: a general description. A complete knowledge about any area – be it a physical system or an algorithm – would mean that we have the full description of the corresponding objects. From this viewpoint, uncertainty means that several different variants are consistent with our (partial) knowledge, and we are not sure which of these variants is true.

In the following text, we will denote possible variants by \(v_1, v_2, \ldots, v_n\), or, if this does not cause any ambiguity, simply by \(1, 2, \ldots, n\).

How to describe a “yes”-“no” question in these terms. A “yes”-“no” question is a question an answer to which eliminates possible variants. In general, this means that after we get the answer to this question, instead of the original set \(\{1, \ldots, n\}\) of possible variants, we have a smaller set:

- if the answer is “yes”, then we are limited to the set \(Y \subset \{1, \ldots, n\}\) of all the variants which are consistent with the “yes”-answer;
- if the answer is “no”, then we are limited to the set \(N \subset \{1, \ldots, n\}\) of all the variants which are consistent with the “no”-answer.

These two sets are complements to each other.

Examples. In some cases, we are almost certain about a certain variant, i.e., variant \(v_1\). In this case, a natural question to ask if whether this understanding is correct. For this question:

- the “yes”-set \(Y\) consists of the single variant \(v_1\), while
- the “no”-set \(\{2, \ldots, n\}\) contains all other variants.

In other cases, we are completely unclear about the topic, e.g., we are completely unclear what is the numerical value of a certain quantity, we are not even sure whether this value is positive or non-positive. In this case, a natural question is to ask whether the actual value is positive. In such situation, each of the sets \(Y\) and \(N\) contain approximately a half of all original variants.

III. FORMULATION OF THE PROBLEM IN PRECISE TERMS: CASE OF PROBABILISTIC UNCERTAINTY

Probabilistic approach to describing uncertainty: a description. In the probabilistic approach, we assign a probability \(p_i \geq 0\) to each of the possible variants, so that these probabilities add up to 1: \(\sum_{i=1}^{n} p_i = 1\). The probability \(p_i\), for example, may describe the frequency in which the \(i\)-th variant turned out to be true in similar previous situations.

How to quantify an amount of uncertainty: probabilistic case. In the case of probabilistic uncertainty, there is a well-established way to gauge the amount of uncertainty: namely, the entropy [9], [18]

\[
S = - \sum_{i=1}^{n} p_i \cdot \ln(p_i). \tag{1}
\]
This is a good estimate for the amount that we want to decrease by asking an appropriate question.

**How do we select a question: idea.** We would thus like to find the question that maximally decreases the uncertainty. Since in the probabilistic case, uncertainty is measured by entropy, we thus want to find a question that maximally decreases entropy.

**How the answer changes the entropy.** Once we know the answer to our “yes”-“no” question, the probabilities change.

If the answer was “yes”, this means that the variants from the “no”-set $N$ are no longer possible. For such variants $i \in N$, the new probabilities are 0s: $p'_i = 0$. For variants from the “yes”-set $Y$, the new probability is the conditional probability under the condition that the variant is in the “yes”-set, i.e.,

$$p'_i = p(i \mid Y) = \frac{p_i}{p(Y)}, \quad (2)$$

where the probability $p(Y)$ of the “yes”-answer is equal to the sum of the probabilities of all the variants that lead to the “yes”-answer:

$$p(Y) = \sum_{i \in Y} p_i. \quad (3)$$

Based on these new probabilities, we can compute the new entropy value

$$S' = - \sum_{i \in Y} p'_i \cdot \ln(p'_i). \quad (4)$$

On the other hand, if the answer was “no”, this means that the variants from the “yes”-set $Y$ are no longer possible. For such variants $i \in Y$, the new probabilities are 0s: $p''_i = 0$. For variants from the “no”-set $N$, the new probability is the conditional probability under the condition that the variant is in the “yes”-set, i.e.,

$$p''_i = p(i \mid N) = \frac{p_i}{p(N)}, \quad (5)$$

where the probability $p(N)$ of the “no”-answer is equal to the sum of the probabilities of all the variants that lead to the “no”-answer:

$$p(N) = \sum_{i \in N} p_i. \quad (6)$$

Based on these new probabilities, we can compute the new entropy value

$$S'' = - \sum_{i \in N} p''_i \cdot \ln(p''_i). \quad (7)$$

In the case of the “yes” answer, the entropy decreases by the amount $S - S'$. In the case of the “no”-answer, the entropy decreases by the amount $S - S''$. We know the probability $p(Y)$ of the “yes”-answer and we know the probability $p(N)$ of the “no”-answer. Thus, we can estimate the expected decrease in uncertainty as

$$\overline{S}(Y) = p(Y) \cdot (S - S') + p(N) \cdot (S - S''). \quad (8)$$

Thus, we arrive at the following formulation of the problem in precise terms.

**Formulation of the problem in precise terms.**

- We are given the probabilities $p_1, \ldots, p_n$ for which
  $$\sum_{i=1}^{n} p_i = 1.$$
- We need to find a set $Y \subseteq \{1, \ldots, n\}$ for which the expected decrease in uncertainty $\overline{S}(Y)$ is the largest possible.

Here, $\overline{S}(Y)$ is described by the formula (8), and the components of this formula are described in formulas (1)-(7).

**IV. Main Result: Probabilistic Case**

**Formulation of the main result.** Our main result is that the above problem – of coming up with the best possible question – is NP-hard.

**What is NP-hard: a brief reminder.** In many real-life problems, we are looking for a string (or for a sequence of a priori bounded numbers) that satisfies a certain property. For example, in the subset sum problem, we are given positive integers $s_1, \ldots, s_n$ representing the weights, and we need to divide these weights into two groups with exactly the same weight. In precise terms, we need to find a set $I \subseteq \{1, \ldots, n\}$ for which

$$\sum_{i \in I} s_i = \frac{1}{2} \cdot \left( \sum_{i=1}^{n} s_i \right).$$

The desired set $I$ can be described as a sequence of $n$ 0s and 1s, in which the $i$-th term is 1 if $i \in I$ and 0 if $i \notin I$.

In principle, we can solve each such problem by simply enumerating all possible strings, all possible combinations of numbers, etc. For example, in the above case, we can try all $2^n$ possible subsets of the set $\{1, \ldots, n\}$; this way, if there is a set $I$ with the desired property, we will find it. The problem with this approach is that for large $n$, the corresponding number $2^n$ of computational steps becomes unreasonably large. For example, for $n = 300$, the resulting computation time exceeds lifetime of the Universe.

So, a natural question is: when can we solve such problems in feasible time, i.e., in time that does not exceed a polynomial of the size of the input? It is not known whether all exhaustive-search problems can be thus solved – this is the famous P = NP problem. Most computer science researchers believe that some exhaustive-search problems cannot be feasibly solved – but in general, this remains an open problem.

What is known is that some problems are the hardest (NP-hard) in the sense that any exhaustive-search problems can be feasibly reduced to this problem. This means that, unless all exhaustive-search problems can be feasibly solved (which most computer scientists believe to be impossible), this particular problem cannot be feasibly solved.

The above subset sum problem has been proven to be NP-hard, as well as many other similar problems; see, e.g., [17].

**How can we prove NP-hardness.** As we have mentioned, a problem is NP-hard if every other exhaustive-search problem
Q can be reduced to it. So, if we know that a problem \( P_0 \) is NP-hard, then every Q can be reduced to it. Thus, if \( P_0 \) can be reduced to our problem \( P \), then, by transitivity, any problem \( Q \) can be reduced to \( P \), i.e., that \( P \) is indeed NP-hard.

Thus, to prove that a given problem is NP-hard, it is sufficient to reduce one known NP-hard problem \( P_0 \) to this problem \( P \).

**What we will do.** To prove that the problem \( P \) of selecting a good question is NP-hard, we will follow the above idea. Namely, we will prove that the subset sum problem \( P_0 \) (which is known to be NP-hard) can be reduced to \( P \).

**Let us simplify the expression for \( S(Y) \).** To build the desired reduction, let us simplify the expression (8). This expression uses the entropies \( S' \) and \( S'' \). So, to get the desired simplification, we will start with simplifying the expressions (4) and (7) for \( S' \) and \( S'' \).

**Simplifying the expression for \( S' \).** Substituting the expression (2) for \( p_i' \) into the formula (4), we get

\[
S' = -\sum_{i \in Y} \frac{p_i}{p(Y)} \ln \left( \frac{p_i}{p(Y)} \right).
\]

All the terms in this sum are divided by \( p(Y) \), so we can move this common denominator outside the sum:

\[
S' = -\frac{1}{p(Y)} \cdot \left( \sum_{i \in Y} p_i \cdot \ln \left( \frac{p_i}{p(Y)} \right) \right).
\]

The logarithm of the ratio is equal to the difference of logarithms, so we get

\[
S' = -\frac{1}{p(Y)} \cdot \left( \sum_{i \in Y} p_i \cdot (\ln(p_i) - \ln(p(Y))) \right).
\]

We can separate the terms proportional to \( \ln(p_i) \) and to \( \ln(p(Y)) \) into two different sums. As a result, we get

\[
S' = -\frac{1}{p(Y)} \cdot \left( \sum_{i \in Y} p_i \cdot \ln(p_i) \right) + \frac{1}{p(Y)} \cdot \left( \sum_{i \in Y} p_i \cdot \ln(p(Y)) \right).
\]

In the second sum, the factor \( \ln(p(Y)) \) does not depend on \( i \) and can, thus, be moved out of the summation:

\[
\sum_{i \in Y} p_i \cdot \ln(p(Y)) = \ln(p(Y)) \cdot \sum_{i \in Y} p_i.
\]

Here, the sum \( \sum_{i \in Y} p_i \) is simply equal to \( p(Y) \), so

\[
\sum_{i \in Y} p_i \cdot \ln(p(Y)) = \ln(p(Y)) \cdot p(Y).
\]

Substituting the expression (10) into the formula (9), and cancelling the terms \( p(Y) \) in the numerator and in the denominator, we conclude that

\[
S' = -\frac{1}{p(Y)} \cdot \left( \sum_{i \in Y} p_i \cdot \ln(p_i) \right) + \ln(p(Y)). \tag{12}
\]

**Simplifying the expression for \( S'' \).** Similarly, we get

\[
S'' = -\frac{1}{p(N)} \cdot \left( \sum_{i \in N} p_i \cdot \ln(p_i) \right) + \ln(p(N)). \tag{13}
\]

**Resulting simplification of the expression for \( S(Y) \).** Since \( p(Y) + p(N) = 1 \), the expression (8) for \( S(Y) \) can be alternatively described as

\[
S(Y) = S - (p(Y) \cdot S' + p(N) \cdot S''). \tag{14}
\]

By using expressions (12) and (13) for \( S' \) and \( S'' \), we conclude that

\[
p(Y) \cdot S' + p(N) \cdot S'' = \frac{p(Y)}{p(Y)} \left( \sum_{i \in Y} p_i \cdot \ln(p_i) \right) + p(Y) \cdot \ln(p(Y)) - \frac{p(N)}{p(N)} \left( \sum_{i \in N} p_i \cdot \ln(p_i) \right) + p(N) \cdot \ln(p(N)) - \sum_{i \in Y} p_i \cdot \ln(p_i) - \sum_{i \in N} p_i \cdot \ln(p_i) + p(Y) \cdot \ln(p(Y)) + p(N) \cdot \ln(p(N)). \tag{15}
\]

Since \( Y \) and \( N \) are complements to each other, we have

\[
-\sum_{i \in Y} p_i \cdot \ln(p_i) - \sum_{i \in N} p_i \cdot \ln(p_i) = -\sum_{i=1}^{n} p_i \cdot \ln(p_i) = S.
\]

Thus, the formula (15) takes the form

\[
p(Y) \cdot S' + p(N) \cdot S'' = S + p(Y) \cdot \ln(p(Y)) + p(N) \cdot \ln(p(N)). \tag{16}
\]

Here, \( p(N) = 1 - p(Y) \), we have

\[
S(Y) = -p(Y) \cdot \ln(p(Y)) - (1 - p(Y)) \cdot \ln(1 - p(Y)). \tag{17}
\]

**Resulting reduction.** We want to find the set \( Y \) that maximizes the expected decrease in uncertainty, i.e., that maximizes the expression (17). Thus, we need to select a question \( Y \) for which \( p(Y) = 0.5 \).

Let us show that a subset sum problem can be reduced to this problem. Indeed, let us assume that we are given \( n \) positive integers \( s_1, \ldots, s_n \). Then, we can form \( n \) probabilities

\[
p_i \defeq \frac{s_i}{\sum_{j=1}^{n} s_j} \tag{18}
\]
that add to 1. If for this problem, we can find a set \( Y \) for which \( p(Y) = \sum_{i \in Y} p_i = 0.5 \), then, due to the definition (18), for the original values \( s_i \), we will have
\[
\sum_{i \in Y} s_i = 0.5 \cdot \sum_{j=1}^{n} s_j. \tag{19}
\]
This is exactly the solution to the subset sum problem. Vice versa, if we have a set \( Y \) for which the equality (19) is satisfied, then for the probabilities (18) we get \( p(Y) = 0.5 \).

**Conclusion.** The reduction shows that in the probabilistic case, the problem of coming up with a good question is indeed NP-hard.

V. **Formulation of the Problem in Precise Terms: Case of Fuzzy Uncertainty**

**Fuzzy approach to describing uncertainty: a description.** In the fuzzy approach, we assign, to each variant \( i \), its degree of possibility. The resulting fuzzy values are usually normalized, so that the largest of these values if equal to 1: \( \max_i \mu_i = 1 \); see, e.g., [1], [5], [6], [7], [8], [10].

**How to quantify amount of uncertainty: fuzzy case.** In the case of fuzzy uncertainty, one of the most widely used ways to gauge uncertainty is to use an expression
\[
S = \sum_{i=1}^{n} f(\mu_i), \tag{20}
\]
for some strictly increasing continuous function \( f(z) \) for which \( f(0) = 0 \); see, e.g., [16].

This is the amount that we want to decrease by asking an appropriate question.

**How do we select a question: idea.** We would thus like to find the question that maximally decreases the uncertainty. Since in the fuzzy case, uncertainty is measured by the expression (20), we thus want to find a question that maximally decreases the value of this expression.

**The answer changes the entropy.** Once we know the answer to our “yes”-“no” question, the degrees of belief \( \mu_i \) change.

If the answer was “yes”, this means that the variants from the “no”-set \( N \) are no longer possible. For such variants \( i \in N \), the new degrees are 0s: \( \mu'_i = 0 \). For variants from the “yes”-set \( Y \), the new degree can be obtained by one of the two different ways (see, e.g., [1], [2], [3], [4], [5], [6], [7], [8], [10]):

- in the numerical approach, we normalize the remaining degree so that the maximum is equal to 1, i.e., we take
  \[
  \mu'_i = \frac{\mu_i}{\max_{j \in Y} \mu_j}; \tag{21}
  \]
- in the ordinal approach, we raise the largest values to 1, while keeping the other values unchanged:
  \[
  \mu'_i = 1 \text{ if } \mu_i = \max_{j \in N} \mu_j; \tag{22}
  \]

Based on the new values \( \mu'_i \), we compute the new complexity value
\[
S' = \sum_{i \in Y} f(\mu'_i). \tag{24}
\]

On the other hand, if the answer was “no”, this means that the variants from the “yes”-set \( Y \) are no longer possible. For such variants \( i \in Y \), the new degrees are 0s: \( \mu''_i = 0 \). For variants from the “no”-set \( N \), the new degree can be obtained by one of the two different ways as in the case of the “yes” answer:

- in the numerical approach, we normalize the remaining degree so that the maximum is equal to 1, i.e., we take
  \[
  \mu''_i = \frac{\mu_i}{\max_{j \in N} \mu_j}; \tag{25}
  \]
- in the ordinal approach, we raise the largest values to 1, while keeping the other values unchanged:
  \[
  \mu''_i = 1 \text{ if } \mu_i = \max_{j \in N} \mu_j; \tag{26}
  \]
  \[
  \mu''_i = \mu_i \text{ if } \mu_i < \max_{j \in N} \mu_j. \tag{27}
  \]

Based on the new values \( \mu''_i \), we compute the new complexity value
\[
S'' = \sum_{i \in N} f(\mu''_i). \tag{28}
\]

In the case of the “yes” answer, the uncertainty decreases by the amount \( S - S' \). In the case of the “no”-answer, the uncertainty decreases by the amount \( S - S'' \). In this case, we do not know the probabilities of “yes” and “no” answers, so we cannot estimate the expected decreased. What we can estimate is the guaranteed decrease
\[
\overline{S}(Y) = \min(S - S', S - S''). \tag{29}
\]
This value describes how much of a decrease we can guarantee if we use the “yes”-“no” answer corresponding to the set \( Y \).

Thus, we arrive at the following formulation of the problem in precise terms.

**Formulation of the problem in precise terms.**

- We are given the degrees \( \mu_1, \ldots, \mu_n \) for which \( \max_i \mu_i = 1 \).
- We need to find a set \( Y \subset \{1, \ldots, n\} \) for which the expected decreased in uncertainty \( \overline{S}(Y) \) is the largest possible.

Here, \( \overline{S}(Y) \) is described by the formula (29), and the components of this formula are described in formulas (20)-(28).

**Comment.** Strictly speaking, we need to solve two optimization problems:

- the problem corresponding to the numerical approach, and
- the problem corresponding to the ordinal approach.
VI. MAIN RESULT: FUZZY CASE

Formulation of the main result. Our main result is that for both approaches (numerical and ordinal) the problem of coming up with the best possible question is NP-hard.

How we prove this result. Similarly to the probabilistic case, we prove this result by reducing the subset problem to this problem.

Reduction. Let \( s_1, \ldots, s_m \) be positive integers. To solve the corresponding subset sum problem, let us select a small number \( \varepsilon > 0 \) and consider the following \( n = m + 2 \) degrees: \( \mu_i = f^{-1}(\varepsilon \cdot s_i) \) for \( i \leq m \) and \( \mu_{m+1} = \mu_{m+2} = 1 \), where \( f^{-1}(z) \) denotes an inverse function to \( f(z) \): \( f^{-1}(z) \) is the value \( t \) for which \( f(t) = z \).

For these values, we have three possible relations between the set \( Y \) and the variants \( m+1 \) and \( m+2 \):

- the first case is when the set \( Y \) contains both these variants;
- the second case is when the set \( Y \) contains none of these two variants, and
- the third case is when the set \( Y \) contains exactly one of these two variants.

Let us show that when \( \varepsilon \) is sufficiently small, then the largest guaranteed decrease is attained in the third case.

Indeed, one can easily check that
\[
\mathcal{S}(Y) = \min(S - S', S - S'') = S - \max(S', S'')
\]
Thus, the guaranteed decrease \( \mathcal{S}(Y) \) is the largest when the maximum
\[
\max(S', S'')
\]
is the smallest.

In the first case, the values \( \mu_i' \) contain two 1s, hence \( S' = \sum_{i \in Y} f(\mu_i') \geq 2f(1) \). Thus, \( \max(S', S'') \geq 2f(1) \).

In the second case, the values \( \mu_i'' \) contain two 1s, hence \( S'' = \sum_{i \in N} f(\mu_i'') \geq 2f(1) \). Thus, \( \max(S', S'') \geq 2f(1) \).

In the third case, when one of the 1s is in \( Y \) and another one is in \( N \), both sets \( Y \) and \( N \) contain 1s, so there is no need for normalization. Therefore, we have:

- \( \mu_i' = \mu_i \) for \( i \in Y \) and
- \( \mu_i'' = \mu_i \) for \( i \in N \).

Thus,
\[
S' = \sum_{i \in Y} f(\mu_i') = f(1) + \sum_{i \in Y, i \leq m} f(\mu_i), \quad (31)
\]
and
\[
S'' = \sum_{i \in N} f(\mu_i'') = f(1) + \sum_{i \in Y, i \leq m} f(\mu_i). \quad (32)
\]

Due to our selection of \( \mu_i \), we have \( f(\mu_i) = \varepsilon \cdot s_i \), so:
\[
S' = \sum_{i \in Y} f(\mu_i') = f(1) + \sum_{i \in Y, i \leq m} \varepsilon \cdot s_i = f(1) + \varepsilon \cdot \sum_{i \in Y, i \leq m} s_i, \quad (33)
\]
and
\[
S'' = \sum_{i \in N} f(\mu_i'') = f(1) + \sum_{i \in N, i \leq m} \varepsilon \cdot s_i = f(1) + \varepsilon \cdot \sum_{i \in N, i \leq m} s_i. \quad (34)
\]

When \( \varepsilon \cdot \sum_{i=1}^{m} s_i < f(1) \), we have \( S' < 2f(1), S'' < 2f(1) \), and therefore, \( \max(S', S'') < 2f(1) \). Hence, for sufficiently small \( \varepsilon \), the smallest possible value of the maximum \( (30) \) is indeed attained in the third case.

In this third case, due to \( (33) \) and \( (34) \), we have
\[
\max(S', S'') = f(1) + \varepsilon \cdot \max \left( \sum_{i \in Y, i \leq m} s_i, \sum_{i \in N, i \leq m} s_i \right).
\]
The sets \( Y \) and \( N \) are complementary to each other, hence
\[
\sum_{i \in Y, i \leq m} s_i + \sum_{i \in N, i \leq m} s_i = \sum_{i=1}^{m} s_i.
\]
If the two sums \( \sum_{i \in Y, i \leq m} s_i \) and \( \sum_{i \in N, i \leq m} s_i \) are different, then one of them is larger that one half of the total sum \( \sum_{i=1}^{m} s_i \); thus, the maximum \( \max(S', S'') \) is also larger than one half of the total sum. The only way to get the smallest possible value – exactly one half of the total sum – is when the sums are equal to each other, i.e., when each sum is exactly one half of the total sum:
\[
\sum_{i \in Y, i \leq m} s_i = \frac{1}{2} \cdot \left( \sum_{i=1}^{m} s_i \right).
\]
This is exactly the solution to the subset problem. Thus, we have found the reduction of the known NP-hard subset sum problem to our problem of coming up with a good question - which implies that our problem is also NP-hard.

Conclusion. The reduction shows that in both fuzzy approaches, the problem of coming up with a good question is indeed NP-hard.

VII. WHAT HAPPENS IN THE INTERVAL-VALUED FUZZY CASE

Need to consider interval-valued fuzzy sets. The usual \([0, 1]\)-based fuzzy logic is based on the assumption that an expert can describe his or her degree of uncertainty by a number from the interval \([0, 1]\). In many practical situations, however, an expert is uncertain about his/her degree of uncertainty. In such situations, it is more reasonable to describe the expert’s degree of certainty not by a single number, but by an interval which is a subinterval of the interval \([0, 1]\).

Such interval-valued fuzzy techniques have indeed led to many useful applications; see, e.g., [12], [13], [14].
The problem of selecting a good question is NP-hard under interval-valued fuzzy uncertainty as well. Indeed, the usual fuzzy logic is a particular case of interval-valued fuzzy logic – when all intervals are degenerate, i.e., are of the form \([a, a]\) for a real number \(a\). It is easy to prove that if a particular case of a problem is NP-hard, the whole problem is also NP-hard.

Thus, since the problem of selecting a good question is NP-hard for the case of usual \([0, 1]\)-based fuzzy uncertainty, it is also NP-hard for the more general case of interval-valued fuzzy uncertainty.
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