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OBSERVABLE CAUSALITY IMPLIES LORENTZ GROUP: ALEXANDROV-ZEEMAN-TYPE THEOREM FOR SPACE-TIME REGIONS

O. Kosheleva, V. Kreinovich

The famous Alexandrov-Zeeman theorem proves that causality implies Lorentz group. The physical meaning of this result is that once we observe which event can causally affect which other events, then, using only this information, we can reconstruct the linear structure of the Minkowski space-time. The original Alexandrov-Zeeman theorem is based on the causality relation between events represented by points in space-time. Knowing such a point means that we know the exact moment of time and the exact location of the corresponding event - and that this event actually occurred at a single moment of time and at a single spatial location. In practice, events take some time and occupy some spatial area. Besides, even if we have a point-wise event, we would not be able to know the exact moment of time and exact spatial location - since the only way to determine the moment of time and the spatial location is by measurement, and measurements are never absolutely accurate. To come up with a more realistic description of observable causality relation between events, we need to consider events which are not pointwise, but rather represented by bounded regions $A$ in the Minkowski space-time. When we have two events represented by regions $A$ and $B$, the fact that we have observed that the first event can causally influence the second one means that $a \leq b$ for some points $a \in A$ and $b \in B$. In this paper, we show that even if we only know the causal relation between such regions, we can still reconstruct the linear structure on the Minkowski space-time. Thus, already observable causality implies Lorentz group.

1. Formulation of the Problem

Causality implies Lorentz group: known result. In the Minkowski space-time of special relativity, a space-time event is described by a pair $(t, x)$, where $t \in \mathbb{R}$ is a moment of time and $x \in \mathbb{R}^d$ is a spatial location (and $d$ is the dimension of proper space). In this space, the causality relation $\preceq$ is described as follows: an event $(t, x)$ can influence an event $(t', x')$ if and only if a signal starting at location $x$ at moment
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t and traveling at a speed not exceeding the speed of light c, can reach the location \( x' \) at a moment \( t' \). The speed which is needed to cover the distance \( d(x, x') \) between the two spatial locations in time \( t' - t \) is equal to \( \frac{d(x, x')}{t' - t} \); therefore, the causality condition takes the form \( \frac{d(x, x')}{t' - t} \leq c \), or, equivalently,

\[
(t, x) \preceq (t', x') \iff c \cdot (t' - t) \geq d(x, x').
\]

It is easy to check that this causality relation is preserved under several coordinate transformations:

- if we shift time \( t \rightarrow t + t_0 \); in physical terms, this transformation corresponds to changing the starting point for measuring time;
- if we shift coordinates \( x \rightarrow x + x_0 \); in physical terms, this transformation corresponds to changing the starting location for measuring coordinates;
- if we perform a rotation in the proper space (e.g., in the physical 3-D space) \( x \rightarrow Tx \); in physical terms, this transformation corresponds to changing the orientation of the coordinate axes;
- if we perform a Lorentz transformation; in physical terms, this transformation corresponds to switching to an observer who moves in relation to the original observer;
- if we perform a scaling \( t \rightarrow \lambda \cdot t \) and \( x \rightarrow \lambda \cdot x \); in physical terms, this transformation corresponds to a simultaneous changing the units for measuring time and distance – in such a way that the numerical values of velocities do not change.

Interestingly, the inverse is also true: it has been proven that every 1-1 transformation of the Minkowski space-time onto itself which preserves the causality relation is a composition of the above transformations. Such compositions form a group known as the Lorentz group.

This result was first proven by A. D. Alexandrov in 1949 [1, 2] and became widely known after a somewhat stronger result was proven by E. C. Zeeman in 1964 [3]; the whole result is therefore often called an Alexandrov-Zeeman theorem. These results hold not only for the physical case of the 3-D proper space \( d = 3 \), they holds for all spatial dimensions \( d \geq 2 \).

The deep meaning of this theorem is that all we need is the causality notion, even the linear structure – i.e., the linearity of the corresponding transformations – can be determined based only on causality.

**Problem.** From the mathematical viewpoint, the formulation of the Alexandrov-Zeeman theorem deals with point events, i.e., with pairs \((t, x)\) for which we know exactly the moment of time \( t \) and the spatial location \( x \). In practice, we can only measure the moment of time and the spatial location with some uncertainty. As
a result, we only know that the actual space-time event is located in some known neighborhood region of the point \((\tilde{t}, \tilde{x})\) corresponding to the measurement results \(\tilde{t}\) and \(\tilde{x}\). In other words, from the observation viewpoint, we only observe causality relation between such regions.

What would happen is instead of a transformation which preserves causality relation between points – as in the original Alexandrov-Zeeman theorem – we consider transformations which preserve causality relation between regions?

**What we do in this paper.** In this paper, we prove that even if we replace theoretical points with observable regions, the result will remain the same: causality still implies Lorentz group.

## 2. Definitions and the Main Result

**Definition 1.** By a region, we mean a closure of a bounded open set in the Minkowski space.

*Comment.*

- Boundedness comes from the fact that there should be an *a priori* upper bound on the measurement error: if there is no such upper bound, this is not a measurement, this is a wild guess.

- Openness comes from the fact that due to uncertainty, all the events in a certain neighborhood of the measured space-time location \(\tilde{x}\) are also possible.

- Finally, closeness comes from the fact that if \(x_n \to x\) and all locations \(x_n\) are consistent with the given measurement, then, no matter how accurately we describe the location \(x\), it is, within this accuracy, indistinguishable from a possible location \(x_n\). Thus, from all practical purposes, the limit location \(x\) is also possible.

**Definition 2.** We say that a set \(A\) causally precedes a set \(B\) – and denote it \(A \preceq B\) – if there exist events \(a \in A\) and \(b \in B\) for which \(a \preceq b\).

*Comment.* All we observe is that one event – about which we know that this event is somewhere in the region \(A\) – causally affects another event \(b\) – about which all we know is that this event is somewhere in the region \(B\). Thus, the above definition is an adequate description of observable causality.

It should be noticed that, in contrast to the causality relation between points – which is a (partial) order – causality relation between regions is *not* an order: for example, if two regions \(A \neq B\) intersect, we have \(A \preceq B\) and \(B \preceq A\) but \(A \neq B\).

**Definition 3.** We say that a continuous 1-1 mapping \(f\) of the Minkowski space onto itself preserves observable causality if for every two regions \(A\) and \(B\), \(A \preceq B\) if and only if \(f(A) \preceq f(B)\).

**Theorem.** Every mapping which preserves observable causality belongs to the Lorentz group.
Comment. In other words, observable causality implies Lorentz group.

Proof. To prove our result, we will prove that every mapping that preserves observable causality also preserves the causality relation between the point events \((t,x)\); then, our result will follow from the original Alexandrov-Zeeman theorem.

For this proof, we will need several auxiliary definitions and lemmas.

Definition 4. A set \(S\) is called \(\preceq\)-convex if it contains, with every two points \(a \preceq b\), all the points \(c\) for which \(a \preceq c \preceq b\).

One can easily check that the intersection of any family of \(\preceq\)-convex sets is also \(\preceq\)-convex. Thus, we can formulate the following definition:

Definition 5. By a \(\preceq\)-convex hull of the closed set \(S\), we mean the smallest \(\preceq\)-convex set which contains \(S\) — i.e., the intersection of all \(\preceq\)-convex sets containing \(S\). This hull will be denoted by \(H(S)\).

Lemma 1. For each bounded closed set \(S\), its \(\preceq\)-convex hull has the form
\[
H(S) = \{c : a \preceq c \preceq b \text{ for some } a, b \in S\}.
\]

Proof. We need to prove that \(H(S) = H_0(S)(S)\), where we denoted
\[
H_0(S)(S) \overset{\text{def}}{=} \{c : a \preceq c \preceq b \text{ for some } a, b \in S\}.
\]

1°. Let us first prove that \(H_0(S) \subseteq H(S)\), i.e., that every element \(c \in H_0(S)\) also belongs to \(H(S)\).

Indeed, if \(c \in H_0(S)\), this means that \(a \preceq c \preceq b\) for some \(a, b \in S\). In this case, both \(a\) and \(b\) also belong to any \(\preceq\)-convex set \(S'\) containing \(S\). So, \(c\) belongs to every \(\preceq\)-convex set containing \(S\), and thus, belongs to their intersection \(H(S)\). The statement is proven.

2°. To complete the proof, it is sufficient to show that the set \(H_0(S)\) is itself \(\preceq\)-convex.

Since \(H_0(S) \subseteq H(S)\) and \(H(S)\) is the smallest \(\preceq\)-convex containing \(S\), this will imply that \(H_0(S)\) cannot be a proper subset of \(H(S)\) and thus, that \(H_0(S) = H(S)\).

We want to prove that the set \(H_0(S)\) is \(\preceq\)-convex, i.e., that if \(c, c' \in H_0(S)\) and \(c \preceq d \preceq c'\), then \(d \in H_0(S)\).

Indeed, the fact that \(c\) and \(c'\) are elements of \(H_0(S)\) mean that \(a \preceq c \preceq b\) and \(a' \preceq c' \preceq b'\) for some \(a, b, a', b' \in S\). Due to transitivity of the relation \(\preceq\), the inequalities
\[
a \preceq c \preceq d \preceq c' \preceq b'
\]
imply that \(a \preceq d \preceq b'\), for \(a, b' \in S\). By definition of the set \(H_0(S)\), this means that \(d \in H_0(S)\).

The statement is proven, and so is the lemma.

Lemma 2. For each bounded closed set \(S\), its \(\preceq\)-convex hull \(H(S)\) is also closed.
Proof. Due to Lemma 1, it is sufficient to prove that the set \( H_0(S) \) is closed, i.e., that if \( c_n \in H_0(S) \) and \( c_n \to c \), then \( c \in H_0(S) \).

Indeed, by definition of the set \( H_0(S) \), the fact that \( c_n \in H(S) \) means that \( a_n \preceq c_n \preceq b_n \) for some \( a_n \in A \) and \( b_n \in B \). Since the sequence \( a_n \) is contained in a bounded closed subset of a finite-dimensional Euclidean space - i.e., in a compact set - it has a subsequence which converges to some element \( a \in A \). From this subsequence, we can extract a sub-subsequence for which \( b_n \) also converges to some element \( b \in A \). For this sub-subsequence, we have \( a_n \preceq c_n \preceq b_n \), \( a_n \to a \), \( b_n \to b \), and \( c_n \to c \). The relation \( \preceq \) is closed. Thus, in the limit, we get \( a \preceq c \preceq b \) for \( a, b \in A \). By definition of the set \( H_0(S) \), this means that \( c \in H_0(S) \).

The lemma is proven.

The usefulness of the hulls comes from the following lemma:

**Lemmas 3.** For every two sets \( A \) and \( B \), \( A \preceq B \Leftrightarrow H(A) \preceq H(B) \).

**Proof.**

1°. Let us first prove that \( A \preceq B \) implies \( H(A) \preceq H(B) \).

Indeed, by definition, \( A \preceq B \) means the existence of points \( a \in A \) and \( b \in B \) for which \( a \preceq B \). Since \( A \subseteq H(A) \) and \( B \subseteq H(B) \), we also have \( a \in H(A) \) and \( b \in H(B) \); thus, we have \( H(A) \preceq H(B) \).

2°. Vice versa, let us prove that \( H(A) \preceq H(B) \) implies \( A \preceq B \).

Indeed, by definition, \( H(A) \preceq H(B) \) means that there exist values \( c \in H(A) \) and \( d \in H(B) \) for which \( c \preceq d \). By Lemma 1, from \( c \in H(A) \) and \( d \in H(B) \), we conclude that \( a \preceq c \preceq a' \) for some \( a, a' \in A \) and \( b \preceq d \preceq b' \) for some \( b, b' \in B \). By transitivity, \( a \preceq c \preceq d \preceq b' \) implies that \( a \preceq b' \), where \( a \in A \) and \( b' \in B \). Thus, by definition of causal relation between sets, we indeed have \( A \preceq B \).

The lemma is proven.

**Notation 1.** We denote \( C^-(b) \) def \( \{ c : c \preceq b \} \) and \( C^+(b) \) def \( \{ c : b \preceq c \} \).

**Lemma 4.** For every two regions \( A \) and \( B \),

\[
H(A) \subseteq H(B) \Leftrightarrow \forall C \left( (A \preceq C \Rightarrow B \preceq C) \& (C \preceq A \Rightarrow C \preceq B) \right),
\]

where the quantifier goes over all regions \( C \).

**Proof.**

1°. Let us first assume that \( H(A) \subseteq H(B) \). Then, from \( A \preceq C \), we conclude that \( a \preceq c \) for some \( a \in A \) and \( c \in C \). Since \( A \subseteq H(A) \subseteq H(B) \) and \( C \subseteq H(C) \), we conclude that \( a \preceq c \) for \( a \in H(B) \) and \( c \in H(C) \), hence \( H(B) \preceq H(C) \). By Lemma 3, this implies that \( B \preceq C \).

Similarly, \( C \preceq A \) implies that \( C \preceq B \).

2°. Let us now show that if \( H(A) \) is not a subset of \( H(B) \), then:

- either there exists a region \( C \) for which \( A \preceq C \) but \( B \not\preceq C \),
- or there exists a region \( C \) for which \( C \preceq A \) but \( C \not\preceq B \).
Indeed, $H(A) \nsubseteq H(B)$ means that $A \nsubseteq H(B)$ – since if we had $A \subseteq H(B)$, then for the hull $H(A)$, we would have $H(A) \subseteq H(H(B)) = H(B)$. Thus, there exists an element $a \in A$ for which $a \notin H(B)$.

By Lemma 1, the hull $H(B)$ consists of all the elements $x$ for which $b \preceq x \preceq b'$ for some $b, b' \in B$. Thus, the fact that $a \notin H(B)$ means that:

- either $a \npreceq b$ for all $b \in B$
- or $b \npreceq a$ for all $b \in B$.

2.1°. Let us first consider the case when $a \npreceq b$ for all $b \in B$.

Since the set $B$ is compact, the set

$$\{c : c \preceq b \text{ for some } b\} = \bigcup_{b \in B} C^-(b)$$

is closed. Thus, the complement $C$ to this set is open. Every point $a$ from the Minkowski space has the form $a = (t, x)$. The fact that the point $a = (t, x)$ belongs to this complement means that for a sufficiently small $\varepsilon > 0$, the points $a' \overset{\text{def}}{=} (t - \varepsilon, x)$ and $a'' \overset{\text{def}}{=} (t + \varepsilon, x)$ also belong to the complement $C$.

For the region $C \overset{\text{def}}{=} \{c : a \preceq c \preceq \overline{a}\}$, we clearly have $C \preceq A$, since $a \preceq a$ for $a \in A$ and $a \in C$. However, $C \preceq B$ is impossible, because this would imply that $x \preceq b$ for some $b \in B$, and we selected the set $C$ in such a way that this set $C$ does not contain such points.

2.2°. In the second case, when $b \npreceq a$ for all $b \in B$, we can similarly find a region $C$ for which $A \preceq C$ but not $B \preceq C$.

The lemma is proven.

**Corollary.** If $f$ is a continuous 1-1 mapping of the Minkowski space onto itself which preserves observable causality, then

$$H(A) \subseteq H(B) \iff H(f(A)) \subseteq H(f(B)).$$

**Proof.** Indeed, as Lemma 4 shows, the relation $H(A) \subseteq H(B)$ can be described in terms of the observable causality relation. Thus, any mapping that preserves the observable causality relation also preserves the relation $H(A) \subseteq H(B)$.

**Definition 6.** We say that a sequence of regions $\{A_n\}$ is $\preceq$-embedded if $H(A_i) \supseteq H(A_{i+1})$ for all $i$.

**Lemma 5.** Let $\{A_n\}$ be a $\preceq$-embedded sequence of regions, and let $B$ be a region. Then:

$$\forall n (B \preceq A_n) \iff H(B) \bigcap \left( \bigcup \left\{ C^-(c) : c \in \bigcap_n H(A_n) \right\} \right) \neq \emptyset.$$
Proof.

1°. Let us first assume that $B \preceq A_n$ for all $n$. Let us then prove that the set $B$ have a common point with the union $\bigcup \left\{ C^-(c) : c \in \bigcap H(A_n) \right\}$.

The fact that $B \preceq A_n$ means that $b_n \preceq a_n$ for some $b_n \in B$ and $a_n \in A_n \subseteq H(A_n)$. Since all the elements of the sequence $b_n$ belong to the compact set $B$, this sequence has a convergent subsequence.

Each element of the sequence $a_n$ belongs to the set $H(A_n)$, and thus, to the compact set $H(A_1)$. Thus, we can extract a sub-subsequence for which the sequence $a_n$ also converges. For this sub-subsequence, we have $b_n \to b$ and $a_n \to a$. From $b_n \preceq a_n$, we conclude that $b \preceq a$.

Since the sequence of regions is $\preceq$-embedded, for each $n$, all the elements $a_n$, $a_{n+1}, \ldots$ belong to the closed set $H(A_n)$. Thus, their limit $a$ also belongs to this set. This is true for every $n$, so $a$ belongs to the intersection $\bigcap H(A_n)$ of all these sets. Since $b \preceq a$, we have $b \in C^-(a)$. Thus, the point $b \in B$ belongs to the union $\bigcup \left\{ C^-(c) : c \in \bigcap H(A_n) \right\}$. The statement is proven.

2°. Let us now assume that $B$ have a common point with the union $\bigcup \left\{ C^-(c) : c \in \bigcap H(A_n) \right\}$, in other words, that there exists an element $b \in B$ for which, for some $c \in \bigcap H(A_n)$, we have $b \in C^-(c)$ (i.e., $b \preceq c$). Let us prove that in this case, $B \preceq A_n$ for all $n$.

Indeed, for each $n$, since $c \in \bigcap H(A_n)$, we have $c \in H(A_n)$. Since we have $b \preceq c$ for two elements $b \in B$ and $c \in H(A_n)$, we can thus conclude that $B \preceq H(A_n)$. Similarly to Lemma 3, we can then conclude that $B \preceq A_n$.

The statement is proven, and so is the lemma.

**Lemma 6.** Let $\{A_n\}$ be a $\preceq$-embedded sequence of regions, and let $B$ be a region. Then:

$$\forall n (A_n \preceq B) \iff H(B) \cap \left( \bigcup \left\{ C^+(c) : c \in \bigcap H(A_n) \right\} \right) \neq \emptyset.$$ 

**Proof** is similar to the proof of Lemma 5.

**Notation 2.** For each $\preceq$-embedded sequence of regions $A = \{A_n\}$, by $B(A)$, we will denote the class of all the regions $B$ for which, for every $n$, we have $B \preceq A_n$ and $A_n \preceq B$.

**Lemma 7.** For each $\preceq$-embedded sequence of regions $A = \{A_n\}$, the following two conditions are equivalent to each other:

- the intersection $\bigcap H(A_n)$ consists of a single point;
- the class $B(A)$ is minimal in the sense that no other $\preceq$-embedded sequence of regions $A'$ has a set $B(A')$ which is a proper subclass of $B(A)$.
Proof. Let us denote $h \overset{\text{def}}{=} \bigcap_{n} H(A_n)$. In these terms, by Lemmas 5 and 6, the class $B(A)$ consists of all the regions $B$ for which the closure $H(B)$ has common elements with both unions $\bigcup \{ C^-(c) : c \in h \}$ and $\bigcup \{ C^+(c) : c \in h \}$.

For a sequence $A_0 = \{ A_n^{(0)} \}$ for which the intersection $h_0 \overset{\text{def}}{=} \bigcap_{n} H(A_n^{(0)})$ consists of a single element $s$, the set $B(A_0)$ thus consists of all the regions $B$ for which the closure $H(B)$ has common elements with both sets $C^-(s)$ and $C^+(s)$.

If for a sequence $A$, the intersection $h$ has more than one element, this means that it contains some elements $s \neq s'$. We can then easily form an $\leq$-embedded sequence of $\leq$-convex regions $A_0$ whose intersection is exactly $\{ s \}$: e.g., if $s = (t, x)$, we can take, as $A_n$, all the elements which casually follow from $(t - 2^{-n}, x)$ and which causally precede $(t + 2^{-n}, x)$. Clearly, if $H(B)$ has common elements with both sets $C^-(s)$ and $C^+(s)$, then it also has common elements with both unions $\bigcup \{ C^-(c) : c \in h \}$ and $\bigcup \{ C^+(c) : c \in h \}$. Thus, $B(A_0) \subseteq B(A)$.

To prove our proof, let us show that if the intersection $\bigcap_{n} H(A_n)$ contains an element $s' = (t', x') \neq s = (t, x)$, then $B(A_0)$ is a proper subset of $B(A)$. In other words, we will prove that the class $B(A)$ contains a region $B$ which is not contained in $B(A)$. To find this region $B$, let us consider, for each integer $n$, the region

$$B_n \overset{\text{def}}{=} \{ c : (t' - 2^{-n}, x') \preceq c \preceq (t' + 2^{-n}, x') \}.$$ 

For each $n$, the region $B_n$ contains the point $s' = (t', x')$ and thus, has a common point $s'$ with both sets $C^-(s')$ and $C^+(s')$ which are part of the corresponding unions. Thus, $B_n \in B(A)$.

On the other hand, if we had $B_n \subseteq B(A_0)$ for all $n$, this would mean that each $B_n$ contains a common element $b_n^-$ with the set $C^-(s)$ and a common element $b_n^+$ with the set $C^+(s)$. Thus, for each $n$, we would have $b_n^- \preceq s$ and $s \preceq b_n^+$. Since $b_n^-$ and $b_n^+$ are elements of $B_n$, we have $b_n^- \to s'$ and $b_n^+ \to s'$. In the limit, we thus get $s' \preceq s$ and $s \preceq s'$, thus $s = s'$, which contradicts our assumption that $s \neq s$. This contradiction shows that it is not possible to have $B_n \subseteq B(A_0)$ for all $n$. Thus, for some $n$, we have $B_n \subseteq B(A)$ but $B_n \not\subseteq B(A_0)$ — and therefore, $B(A_0)$ is a proper subset of $B(A)$.

The lemma is proven.

Notation 3. According to Lemma 6, for each $\leq$-embedded sequence of regions $A = \{ A_n \}$ for which the class $B(A)$ is minimal, the intersection $\bigcap_{n} H(A_n)$ consists of a single point. Let us denote this point by $s(A)$.

Discussion. Due to Lemma 7, points in the Minkowski space can be described in terms of the observable causality relation between regions — as $\leq$-embedded sequence of regions $A$ for which the corresponding class $B(A)$ is minimal. Thus, the mapping that preserve observable causality also preserves the corresponding points $s(A)$.

To complete the proof of our main result, we need to show that the causality relation between these points can also be described in terms of observable causality. Thus, every mapping which preserves observable causality preserve the original
causality – and therefore, due to the original Alexandrov-Zeeman theorem, belongs to the Lorentz group. This is proven in the following two lemmas.

**Lemma 8.** For each $\preceq$-embedded sequence of regions $\mathcal{A}$ for which the class $B(\mathcal{A})$ is minimal, this class $B(\mathcal{A})$ consists of all the regions $B$ for which the $\preceq$-convex hull $H(B)$ contains the point $s(\mathcal{A})$:

$$B(\mathcal{A}) = \{ B : s(\mathcal{A}) \in H(B) \}.$$ 

**Proof.** If $B \in B(\mathcal{A})$, then, by Lemmas 5 and 6, this means that for $c \equiv s(\mathcal{A})$, the set $H(B)$ contains a point $b^- \in C^- (c)$ and a point $b^+ \in C^+ (c)$. Thus, $b^- \not\preceq c \not\preceq b^+$. Since the set $H(B)$ is $\preceq$-convex, we conclude that $c \in H(B)$.

Vice versa, let $B$ be a set for which $c \in H(B)$. Then, clearly, $H(B)$ has a common element $c$ with both $C^- (c)$ and $C^+ (c)$, and thus, $B \in B(\mathcal{A})$.

**Lemma 9.** Let $\mathcal{A}$ and $\mathcal{A}'$ are $\preceq$-embedded sequence of regions for which the classes $B(\mathcal{A})$ and $B(\mathcal{A}')$ are minimal, and let $s(\mathcal{A})$ and $s(\mathcal{A}')$ be the corresponding points in the Minkowski space. Then, the following two conditions are equivalent to each other:

- $s(\mathcal{A}) \preceq s(\mathcal{A}')$;
- $B \preceq B'$ for every two regions $B \in B(\mathcal{A})$ and $B' \in B(\mathcal{A}')$.

**Proof.**

1°. Let us first assume that $c = s(\mathcal{A}) \preceq c' = s(\mathcal{A}')$. Let $B \in B(\mathcal{A})$ and $B' \in B(\mathcal{A}')$. Let us then show that $B \preceq B'$.

Indeed, by Lemma 8, the set $B$ contains the point $c$, and the set $B'$ contains the point $c'$. Thus, $c \preceq c'$ implies $B \preceq B'$.

2°. Let us now assume that $B \preceq B'$ for every two sets $B \in B(\mathcal{A})$ and $B' \in B(\mathcal{A}')$. Let us then prove that $c = s(\mathcal{A}) \preceq c' = s(\mathcal{A}')$.

Indeed, let $c = (t, x)$ and $c' = (t', x')$. For every integer $n$, the us consider the regions

$$B_n \overset{\text{def}}{=} \{ z : (t - 2^{-n}, x) \preceq z \preceq (t + 2^{-n}, x) \}$$

and

$$B_n' \overset{\text{def}}{=} \{ z : (t' - 2^{-n}, x') \preceq z \preceq (t' + 2^{-n}, x') \}$$

By Lemma 8, we have $B_n \in B(\mathcal{A})$ and $B_n' \in B(\mathcal{A}')$. Thus, we have $B_n \preceq B_n'$. This means that there exist points $b_n \in B_n$ and $b_n' \in B_n$ for which $b_n \preceq b_n'$. In the limit when $n \to \infty$, we have $b_n \to c$ and $b_n' \to c'$, thus $c \preceq c'$.

The statement is proven, and so is the lemma and our main result.
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