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Abstract—The gaining popularity of the World Wide Web increases security risks. Search tools monitor plain text in web pages, but search for text in graphical images is still difficult. For this search, we use the fact that the compressed images with text have different size than images without text.

I. PRACTICAL PROBLEM

The gaining popularity of the World Wide Web also means increasing security risks. As the World Wide Web has become an affordable way for different political groups to reach a broad audience it is becoming harder to monitor all these web sites for their content. While numerous web search tools can be used to automatically monitor plain text in web pages, search for text in graphical images is still a considerable challenge. This fact is used by designers of such web pages who “hide” their text by placing it inside of graphical images, avoiding detection from regular search engines. At present, the only known way to find all occurrences of suspicious words like “terror” in images is to use character recognition to find and read all the texts in all the images. Performing such a character recognition is still a very computational intensive task which takes a long time, and has to be done for every image, because the only known way to check whether the image contains text is to apply a character recognition to this image.

II. IDEA

A. Main Idea: We Must Consider Simple Images

The object of hiding the text inside an image is to make it hard for search engines to detect it, but not hard for the user to read. Therefore, the image used as a background for the text should be very simple. It should not overpower the text at any point, making parts of the text hard to read, or draw attention away from the text itself. Also, in order not to be distracting from the text, the background should be reasonable homogeneous. A good example is a background created by Windows 98, where a small image, called a tile, which is repeated (as tiles on a wall are) to cover the entire screen.

The necessity to make the text easily seen also limits the use of colors. Colors enhance the image, but many people do not perceive the color correctly, and it is known that even for those who do, it is much easier to find a piece of the image which is of different brightness than a piece of different color [1]. Therefore, if we want a text to be easily visible, we should make it stand out in a black-and-white (grey scale) version of the image.

So, to detect images with text, we should look for simple, homogeneous black-and-white images with text superimposed on them.

For such simple images, adding a text increases their complexity. So, if an image is mostly simple, but has one area which is more complex, this is a good indication that this area may contain text.

We want to use this idea to find images which are likely to contain texts, and to locate the text in these images.

B. When Is an Image Simple? Kolmogorov Complexity and Compression Size

To use this idea, we must be able to tell when an image (or a part of the image) is simple and when it is not. When is an image simple? Intuitively, if an image that we see on the screen can be described by a simple formula (e.g., a circle, a line, etc.), or the image is a combination of several subimages describable by simple formulas, then we consider this image simple. On the other hand, if there is no simple formula which describes the image, i.e., the only way to describe this image is to list the intensities of all the pixels, then the image is clearly complex. Thus, we can define a complexity of an image as the smallest size of a program which generates this image. This notion was introduced in the 1960s by G. Chaitin, A. Kolmogorov, and R. Solomonoff, and it is called Kolmogorov complexity $K(x)$ (see, e.g., [2]). In terms of Kolmogorov complexity, we can say that an image is simple if its Kolmogorov complexity is small.

Unfortunately, it has been proven that Kolmogorov complexity is not algorithmically computable; so, we cannot simply compute the exact values of Kolmogorov complexity and check whether an image is simple or not. Instead, we should use approximate values of Kolmogorov complexity.
This notion of an approximate Kolmogorov complexity may seem very theoretical, but, as we will show, it can be naturally reformulated in image-related terms. Indeed, as we have mentioned earlier, when we say that an image is simple, we mean that instead of describing the image by its bitmap, i.e., by the intensities of all the pixels, we can describe this very image by storing a very small amount of data (e.g., the radii of the circles if we have an image consisting of circles). In other words, an image is simple if it can be compressed into a small size file from which this original image can be losslessly decompressed. Similarly, our description of what it means for an image to be complex means that we cannot compress its bitmap description into any file of smaller size (or, to be more precise, any such compression would be lossy in the sense that it will not be able to reconstruct the original image exactly). Thus, a Kolmogorov complexity of an image can be viewed as the smallest possible size of the image's compression.

To determine the exact value of Kolmogorov complexity, we must use the “best” possible compression. The fact that Kolmogorov complexity is not algorithmically computable means that it is not possible to design the “best” image compression algorithm: whichever image compression algorithm we use, there is always a possibility of improvement.

The better the compression algorithm, the more the size of the compressed file approximates Kolmogorov complexity. So, to check whether an image is simple or not, we will use the size of this image under the best known compressions.

Of course, selecting “the best” compression algorithm of the many existing ones is not a precisely formulated task. However, in our selection, we can use the fact that informally, people solve this task all the time by selecting a compression method for their images. So, a natural selection of a compression method would be to use most widely used compression technique. Since we are talking about the web, we therefore want to choose a technique which is most widely used on the web. The two most widely used compression techniques used to post images on the web are jpg and gif. The tendency right now is to use fewer gif files and more jpg ones, for three reasons:

- gif uses insufficiently many colors (256);
- gif is proprietary, while jpg is freely available;
- lately, special chips are being developed that hardware support jpg compression and decompression, thus making this format much faster in use than formats which require software to compress and decompress.

So, in this paper, we use, as a measure of the image's complexity, the size of its jpg compression.

To confirm that adding a text to a simple image affects the size of the jpg, and to see how exactly it affects, we performed several numerical experiments.

III. Experiment

A. Description and Results of the Experiment

In our experiment, we tested two different simple backgrounds: one a very simple design and the second one a more complex background design (tile background).

On a 600×400 pixel background, we inserted text Large text formed with letters of different size into the top left quadrant (of size 300×200). We used Courier New Font of different pixel size for the letters.

We then calculate the size of the corresponding jpg file, and analyzed how this size depends on the relative area of the image.

In this experiment, we used the texts of the following sizes:

<table>
<thead>
<tr>
<th>height</th>
<th>length</th>
<th>area</th>
<th>absolute</th>
<th>relative</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>900</td>
<td>1.50%</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>130</td>
<td>1,950</td>
<td>3.25%</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>180</td>
<td>3,600</td>
<td>6.00%</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>220</td>
<td>5,500</td>
<td>9.17%</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>265</td>
<td>7,950</td>
<td>13.25%</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>285</td>
<td>9,975</td>
<td>16.63%</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>310</td>
<td>12,400</td>
<td>20.67%</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>360</td>
<td>16,200</td>
<td>27.00%</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>400</td>
<td>20,000</td>
<td>33.33%</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>445</td>
<td>24,475</td>
<td>40.79%</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>470</td>
<td>28,200</td>
<td>47.00%</td>
<td></td>
</tr>
</tbody>
</table>

For each text size, the absolute jpg size of a corner with text, and the relative increases of this sizes over the size of the original jpg background corner (without text) are presented in the table and in the graph.
B. Analysis of the Experimental Results

We see that adding text to images does increase the file size. In order to use this increase for text detection, we would like to know how exactly the increase in the file size depends on the text size; if we know this dependence, then, from the sizes of the jpg files, we will be able not only to tell that the image probably contains a text, but also estimate the size of this probable text. Knowing the approximate size would definitely help in actually detecting the text.

Our experimental data shows that in both cases (and in several other cases not presented in this paper) the dependence of the file increase $I$ on the relative text area $A$ can be describe by a piece-wise linear formula:

- for $A \leq 20\%$, we have $I = k \cdot A$ for some coefficient $k$ depending on the complexity of the background, and

- for $A > 20\%$, we have $I = \frac{2}{3} k \cdot A$.

To explain this dependence, we must recall how jpg compression works. We will give a very simplified description of this compression (see, e.g., [1] for a more detailed and more accurate description). However, even this simplified description enables us to qualitatively explain the observed dependence.

The jpg compression is based on the application of Discrete Cosine Transform (DCT) to different image components. Usually, for large spatial frequencies, the amplitude of DCT decreases with frequency; so, for large spatial frequencies, the amplitudes are close to 0. In jpg compression, the values of the amplitude which are below a certain pre-defined level, are cut off. This cut off is the main reason why the size of the jpg compression is smaller than the size of the original bitmap image.
On the other hand, larger size details correspond to smaller spatial frequencies. Therefore, when we add a large size text to the image, we mainly increase the amplitudes corresponding to the spatial frequencies which were not originally cut off. Thus, adding this text to the image does not lead to such a drastic increase in the size of the resulting jpg file.

IV. HOW WE CAN USE THESE EXPERIMENTAL RESULTS: BINARY SEARCH IDEA

Due to these experimental result, if we have a simple image in which different quadrants have different jpg sizes, this means that probably, the quadrant of a larger size contains text.

This conclusion enables us not only to check that there is a text somewhere, but also to locate this text within a specific quadrant. We can get an even better localization of the text if we further subdivide this quadrant into four parts and by comparing the jpg sizes of different parts, find the part most probable to contain the text.

The resulting "binary search" algorithm does not work if the text is equally spread between several quadrants (e.g., if it is in the center of the upper half of the screen). To detect such texts, instead of dividing the screen into four non-intersecting quadrants, we can use intersecting "quadrants" each of which starts at the corresponding corner of the screen and has a size $\frac{2}{3} \times \frac{2}{3}$ of the original screen (for details, see [3]).

V. FUTURE RESEARCH

In our experiments, we only tested how the size of the compressed image depends on the area containing the text. In reality, the compressed file size depends not only on the area, but also on the size of the letters forming the image, probably on the font used in this image, etc.

For example, for the same text size, is we use smaller letters, this means that we are changing amplitudes corresponding to higher spatial frequencies and therefore, the increase in the jpg size would be larger. Similarly, if we use a font with lots of small details, these details correspond to higher spatial frequencies and therefore, we expect that this font will lead to a larger increase in jpg size than a more plain font like the Courier font that we used.

In the future, we are planning to investigate how these factors affect the jpg size and thus, to get a better understanding of what type of a text we should expect in a simple image in which several parts have drastically different jpg sizes.
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