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Abstract. An important part of our knowledge is in the form of images. For example, a large amount of geophysical and environmental data comes from satellite photos, a large amount of the information stored on the Web is in the form of images, etc. It is therefore desirable to use this image information in data mining. Unfortunately, most existing data mining techniques have been designed for mining numerical data and are thus not well suited for image databases. Hence, new methods are needed for image mining. In this paper, we show how data mining can be used to find common patterns in several images.
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1 Introduction

1.1 It is necessary to apply data mining to images

An important part of our knowledge is in the form of images. For example, a large amount of geophysical and environmental data comes from satellite photos, a large amount of the information stored on the Web is in the form of images, etc. It is therefore desirable to use this image information in data mining. Unfortunately, most existing data mining techniques (see, e.g., [2,3,10,12,15,16]) have been designed for mining numerical data and are thus not well suited for image databases; so, new methods are needed for image mining. An important part of image mining is finding common patterns in several images. It is difficult to uncover such a pattern, and it is difficult to automatically check whether a new image contains such a pattern. There exist (crisp) FFT-based methods for solving these problems, but sometimes, they fail to detect a clearly visible pattern.
One possibility to find patterns uncovered by the existing FFT-based methods is to use alternative techniques, e.g., techniques based on string matching (see, e.g., [1,9]) or graph techniques (see, e.g., [14]). These new techniques are a must in the situations where the FFT-based techniques do not work well. On the other hand, for situations where the FFT-based methods already work reasonably well, and we are only seeking an improvement, we do not want to completely replace these methods with methods based on alternative techniques, because such a replacement may worsen the already reasonable pattern matching performance. In such situations, instead of replacing the FFT-based methods with radically new ones, we would rather improve the existing FFT-based methods by adding new ideas to the main idea of FFT-based image processing.

In this paper, we show how the existing FFT-based methods can be improved. We start with reasonable “expert rules” which describe possible improvements, and describe possible formalizations of these expert rules. Then, we use a group-theoretic (i.e., symmetry-based) technique to find the optimal formalization. It is known that symmetry-based (group-theoretic) techniques are indeed very useful in image processing (see, e.g., [5,9]). Our specific group-theoretic technique have been previously successfully used to make choices in fuzzy, neural, and genetic methodologies that turned out to be empirically optimal [11]. The resulting new pattern-finding and pattern-checking methods are illustrated by two examples:

- analysis of satellite images and
- search for a known pattern (e.g., a known text) in web images.

1.2 First case study: Mosaicing satellite imaging

Satellite photos provide a good description of geographic areas. Often, we are interested in an area that is covered by several satellite photos, so we need to combine (mosaic) these photos into a single image. The problem is that we do not know the exact orientation of the satellite-based camera, so the photos may be shifted and rotated with respect to each other, and we do not know the exact values of these shifts and rotations. Therefore, to mosaic two images, we must find the relative shift and rotation between them. At present, mosaicing of satellite images is performed manually, by trial and error. This trial-and-error procedure is difficult to automate: for $n \times n$ images, where $n$ can be from 1,000 to 6,000, we have $n^2$ possible shifts, which, together with $\approx n$ possible rotations and $\approx n$ possible scalings, make for an impossible number of $\approx n^4 \geq 10^{12}$ possible image comparisons. It is therefore necessary to come up with time-saving mosaicing algorithms.

1.3 Second case study: Searching for a pattern in a web image

A similar problem occurs when we search images stored on the web. We may want to find all images which contain a certain pattern (e.g., a certain text),
but this pattern may be scaled differently in different web images. So, we must be able to mosaic two images:
• the image which contains the desired pattern, and
• the image which is stored on the web.

We must be able to find the relative shift, rotation, and scaling between the two images. One particular case of this problem is searching for text in web images. The growing popularity of the World Wide Web also means increasing security risks. As the World Wide Web has become an affordable way for different political groups to reach a broad audience it is becoming harder to monitor all these web sites for their content. While numerous web search tools can be used to automatically monitor plain text in web pages, search for text in graphical images is still a considerable challenge. This fact is used by designers of such web pages who “hide” their text by placing it inside of graphical images, avoiding detection from regular search engines. At present, the only known way to find all occurrences of suspicious words like “terror” in images is to use character recognition to find and read all the texts in all the images. Performing a character recognition is a computational intensive task that has to be performed for every image. It is therefore desirable to develop faster algorithms for detecting text in web pages.

1.4 The existing FFT-based mosaicing algorithms

To decrease the mosaicing time, researchers have proposed methods based on the Fast Fourier Transform (FFT). The best of the known FFT-based mosaicing algorithms is presented in [13]. The main ideas behind FFT-based mosaicing in general and this algorithm in particular are as follows.

The simplest case: shift detection in the absence of noise Let us first consider the case when two images differ only by shift. It is known that if two images $I_1(x)$ and $I_2(x)$ differ only by shift, i.e., if $I_2(x) = I_1(x + a)$ for some (unknown) shift $a$, then their Fourier transforms

$$F_1(\omega) = \frac{1}{2\pi} \cdot \int \int I(x) \cdot e^{-2\pi i \cdot (x \cdot \omega)} \, dx \, dy$$

are related by the following formula:

$$F_2(\omega) = e^{2\pi i \cdot (\omega \cdot a)} \cdot F_1(\omega).$$

Therefore, if the images are indeed obtained from each other by shift, then we have

$$M_2(\omega) = M_1(\omega),$$

where we denoted

$$M_1(\omega) = |F_1(\omega)|.$$
The actual value of the shift $a$ can be obtained if we use the formula (1) to compute the value of the following ratio:

$$R(\omega) = \frac{F_1^*(\omega) \cdot F_2(\omega)}{|F_1^*(\omega) \cdot F_2(\omega)|},$$

(4)

Substituting (1) into (4), we get

$$R(\omega) = e^{2\pi i (\omega \cdot a)}.$$  

(5)

Therefore, the inverse Fourier transform $P(x)$ of this ratio is equal to the delta-function $\delta(x - a)$. In other words, in the ideal no-noise situation, this inverse Fourier transform $P(x)$ is equal to 0 everywhere except for the point $x = a$; so, from $P(x)$, we can easily determine the desired shift by using the following algorithm:

• first, we apply FFT to the original images $I_1(x)$ and $I_2(x)$ and compute their Fourier transforms $F_1(\omega)$ and $F_2(\omega)$;
• on the second step, we compute the ratio (4);
• on the third step, we apply the inverse FFT to the ratio $R(\omega)$ and compute its inverse Fourier transform $P(x)$;
• finally, on the fourth step, we determine the desired shift $a$ as the only value $a$ for which $P(a) \neq 0$.

In the presence of noise, we expect the values of $P(x)$ to be slightly different from the delta-function, but still, the value $|P(a)|$ should be much larger than all the other values of this function. So, to determine the shift $a$, we can use the same algorithm as above but with a different final step:

• on the fourth step, we determine the desired shift $a$ as the point for which $|P(x)|$ takes the largest possible value.

Reducing rotation and scaling to shift If, in addition to shift, we also have rotation and scaling, then the absolute values $M_1(\omega)$ of the corresponding Fourier transforms are not equal, but differ from each by the corresponding rotation and scaling. If we go from Cartesian to polar coordinates $(r, \theta)$ in the $\omega$-plane, then rotation by an angle $\theta_0$ is described by a simple shift-like formula $\theta \rightarrow \theta + \theta_0$. In these same coordinates, scaling is also simple, but not shift-like: $r \rightarrow \lambda \cdot r$. If we go to log-polar coordinates $(\rho, \theta)$, then scaling also becomes shift-like: $\rho \rightarrow \rho + b$, where $b = \log(\lambda)$. So, in log-polar coordinates, both rotation and scaling are described by a shift.

In view of the above reduction, in order to determine the rotation and scaling between $M_1$ and $M_2$, we can do the following:

• transform both images from the original Cartesian coordinates to log-polar coordinates;
• use the above FFT-based algorithm to determine the corresponding shift $(\theta_0, \log(\lambda))$;
• from the corresponding “shift” values, reconstruct the rotation angle $\theta_0$ and the scaling coefficient $\lambda$.

The main computational problem with the transformation to log-polar coordinates is that we need values $M(\xi, \eta)$ on a rectangular grid in log-polar space $(\log(\rho), \theta)$, but computing $(\log(\rho), \theta)$ for the original grid points leads to points outside that grid. So, we need interpolation to find the values $M(\xi, \eta)$ on the desired grid. One possibility is to use bilinear interpolation. Let $(x, y)$ be a rectangular point corresponding to the desired grid point $(\log(\rho), \theta)$, i.e.,

$$x = e^{\log(\rho)} \cdot \cos(\theta), \quad y = e^{\log(\rho)} \cdot \sin(\theta).$$

To find the value $M(x, y)$, we look at the intensities $M_{jk}, M_{j+1,k}, M_{j,k+1},$ and $M_{j+1,k+1}$ of the four grid points $(j,k), (j+1,k), (j,k+1),$ and $(j+1,k+1)$ surrounding $(x,y)$. Then, we can interpolate $M(x, y)$ as follows:

$$M(x, y) = (1-t) \cdot (1-u) \cdot M_{jk} + (1-t) \cdot u \cdot M_{j,k+1} + t \cdot (1-u) \cdot M_{j+1,k} + t \cdot u \cdot M_{j+1,k+1},$$

where $t$ is a fractional part of $x$ and $u$ is a fractional part of $y$.

**Final algorithm: determining shift, rotation, and scaling**

• First, we apply FFT to the original images $I_1(x)$ and $I_2(x)$ and compute their Fourier transforms $F_1(\omega)$ and $F_2(\omega)$.
• Then, we compute the absolute values $M_1(\omega) = |F_1(\omega)|$ and $M_2(\omega) = |F_2(\omega)|$ of these Fourier transforms.
• By applying the above algorithm and scaling detection algorithm to the functions $M_1(\omega)$ and $M_2(\omega)$, we can determine the rotation angle $\theta_0$ and the scaling coefficient $\lambda$.
• Now, we can apply the corresponding rotation and scaling to one of the original images, e.g., to the first image $I_1(x)$. As a result, we get a new image $\tilde{I}_1(x)$.
• Since we rotated and re-scaled one of the images, the images $\tilde{I}_1(x)$ and $I_2(x)$ are already aligned in terms of rotation and scaling, and the only difference between them is in an (unknown) shift. So, we can again apply the above described FFT-based algorithm for determining shift: this time, actually to determine shift.

As a result, we get the desired values of shift, rotation, and scaling; hence, we get the desired mosaicing.

**1.5 Problems with the existing FFT-based algorithm**

In many real life situations, this algorithm works well. However, when we tried to implement this algorithm on several test images, we encountered the following two problems:
• In some cases, we could not complete the algorithm because of a “division by zero” error message.
• In some other cases, although the algorithm worked, the resulting rotation angle was reconstructed with a large inaccuracy even for images with no noise added. For example, when we compared two simple 64 × 64 pixel images which were obtained from each other by an exact rotation, the inaccuracy in reconstructing the rotation angle was sometimes as high as 1.5 degrees. Sometimes we do not get any reconstruction at all.

It is therefore necessary to modify the above algorithm so as to avoid these two problems. In this paper, we describe the desired improvement of this algorithm. The details are given in [4].

2 Analysis of the problems

2.1 “Divide by zero” problem: analysis

Experimental analysis In order to avoid the above problems, we must first find out what causes these problems. Let us describe the result of our analysis. The first problem that we analyzed was the problem of dividing by zero. This problem did not occur for images used in [13], but it did occur in some of our images. In order to find out what causes this problem, we first tried to find something in common between the different images in which this problem occurred. It turns out that, in our tests, this problem occurs exclusively in simple images. This observation explains why this problem was never encountered before: because the algorithm was always tested on rather complex, real-life image.

If all we wanted to do was mosaic satellite images, then we would not have to worry about this problem, because it occurs only in simple images. However, since one of our major application areas is detecting text in web images, and web images are often very simple, this problem becomes more important.

Theoretical analysis The “division by zero” error comes from computing the expression (4), when one of the values $F_i(\omega)$ of the Fourier transforms is equal to 0. In this case, both the numerator and the denominator of (4) becomes equal to 0, so we have a 0/0 problem. In general, a Fourier transform $F(\omega)$ of an image $I(x)$ is a linear combination of the image’s intensity values $I(x)$ at different pixels $x$ with the complex coefficients depending on $x$ and $\omega$. To get zero, we need these terms to exactly compensate each other.

For a complex image, especially for a real-life image, the values $I(x)$ corresponding to different pixels $x$ are different and unrelated, so it is unlikely that they will add up to exactly zero. However, for a simple image, the values $I(x)$ can be described by a simple formula, and the intensity values $I(x)$
corresponding to different pixels \( x \) are closely related. It is therefore quite possible that, for simple images, with these related values, we get \( F(\omega) \) for some \( \omega \).

**Example** This possibility can be illustrated by a simple two-pixel image, in which two neighboring pixels \( -x_0 \) and \( x_0 \) on both sides of the central point 0 have equal intensity: \( I(x) = I_0 \cdot \delta(x - x_0) + I_0 \cdot \delta(x + x_0) \). The Fourier transform of this image is equal to \( 2I_0 \cdot \cos(2\pi \cdot \xi \cdot x_0) \), and for certain values \( \xi \), we get division by 0. In a discrete case, we see that division by zero occurs when one of the images has a unit intensity equally distributed between two neighboring points, e.g., if the intensities are:

\[
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
\]

### 2.2 Accuracy problem: analysis

In the FFT algorithm, we determine the shift as the point \( x \) on the grid for which \( |P(x)| \) attains the largest possible value. The actual values of rotation angle \( \theta_0 \) and log-scaling \( \log(\lambda) \) may not be exactly on the grid. As a result, when we use the FFT-based shift-detection algorithm to determine rotation and scaling, we do not determine them exactly. Hence, the alignment made by these approximate values of rotation angle and scaling is not exact. For noisy images, the additional distortion produced by this mis-alignment often prevents the shift-detecting algorithm from finding the shift between the images \( I_1 \) and \( I_2 \). To decrease this distortion, we would like to be able to find a more accurate estimate of the shift, even when its actual value is not from the grid.

### 3 The new mosaicing algorithm

#### 3.1 Main idea

We have mentioned that in the existing algorithm, we determine the shift as the point \( x \) on a grid for which \( |P(x)| \) attains the largest possible value. To improve the accuracy of mosaicing, it is desirable we would like to be able to find a more accurate estimate of the shift, even when its actual value is not from the grid. In 1-D case, if the function \( |P(x)| \) has a large maximum at a point \( a \) and is equal to 0 for all \( x \neq a \), then, of course, the actual value of the shift is \( a \). However, if the value \( |P(x)| \) is large for two sequential points \( x_1 \) and \( x_2 \), then probably the actual shift is somewhere between \( x_1 \) and \( x_2 \). In other words, the actual shift should be equal to \( x = w_1 \cdot x_1 + w_2 \cdot x_2 \) for some weights \( w_1 + w_2 = 1 \). The larger \( |P(x)| \), the closer the actual shift point to \( x_i \); so, the larger the weight \( w_i \) should be.
3.2 Toward formalizing this idea

The above idea is formulated in terms of words from natural language, like “large”. Let us formalize this idea. We have already mentioned that the larger $|P(x_i)|$, the closer the actual shift point to $x_i$; so, the larger the weight $w_i$ should be. At first glance, it therefore seems reasonable to take $w_i = f(|P(x_i)|)$ for some monotonically increasing function $f(z)$. For this choice, however, we cannot guarantee that $w_1 + w_2 = 1$.

A natural way to avoid the above problem is to normalize these weights, i.e., to take

$$x = \frac{f(|P(x_1)|) \cdot x_1 + f(|P(x_2)|) \cdot x_2}{f(|P(x_1)|) + f(|P(x_2)|)}.$$  

In a 2-D case, we can similarly take two points $x_1, x_2, y_1, y_2$ in each of the grid’s directions, and use the sums of the corresponding values $f(|P|)$ as the weights:

$$x = \frac{w_{y_1} \cdot y_1 + w_{y_2} \cdot y_2}{w_{y_1} + w_{y_2}},$$  

$$y = \frac{w_{x_1} \cdot x_1 + w_{x_2} \cdot x_2}{w_{x_1} + w_{x_2}},$$

where

$$w_{x_i} = f(|P(x_i, y_1)|) + f(|P(x_i, y_2)|);$$  

$$w_{y_i} = f(|P(x_1, y_i)|) + f(|P(x_2, y_i)|).$$

To finalize this formalization, we must select a function $f(z)$. This selection is very important, because numerical experiments show that different choices lead to drastically different efficiency in the resulting method; so, to increase the algorithm’s efficiency, we would like to choose the best possible function $f(z)$.

What do we mean by “the best”? It is not so difficult to come up with different criteria for choosing a function $f(z)$:

- We may want to choose the function $f(z)$ for which the resulting location error is, on average, the smallest possible: $P(f) \to \min$ (i.e., for which the quality of the answer is, on average, the best).
- We may also want to choose the function $f(z)$ for which the average computation time $C(f)$ is the smallest (average in the sense of some reasonable probability distribution on the set of all problems).

At first glance, the situation seems hopeless: we cannot estimate these numerical criteria even for a single function $f(z)$, so it may look like we therefore cannot undertake an even more ambitious task of finding the optimal function $f(z)$. Hopefully, the situation is not as hopeless as it may seem, because there is a symmetry-based formalism (actively used in the foundations of fuzzy, neural, genetic computations, see, e.g., [11]) which will enable us to find the optimal function $f(z)$ for our situation too. (Our application will be
mathematically similar to the optimal choice of a non-linear scaling function in genetic algorithms [8,11].)

Before we make a formal definition, let us make two comments.

- The first comment is that our goal is to find the weights. The weights are always non-negative numbers, so the function $f(z)$ must also take only non-negative values.
- The second comment is that all we want from the function $f(z)$ is the weights. These probabilities are computed according to the formulas (6–8). From these expressions (6–8), one can easily see that if we multiply all the values of this function $f(z)$ by an arbitrary constant $C$, i.e., if we consider a new function $\tilde{f}(z) = C \cdot f(z)$, then this new function will lead (after the normalization involved in (6–8)), to exactly the same values of the weights. Thus, whether we choose $f(z)$ or $\tilde{f}(z) = C \cdot f(z)$, does not matter. So, what we are really choosing is not a single function $f(z)$, but a family of functions $\{C \cdot f(z)\}$ (characterized by a parameter $C > 0$).

In the following text, we will denote families of functions by capital letters, such as $F$, $F'$, $G$, etc.

### 3.3 Towards an optimality criterion

Traditionally, optimality criteria are numerical, i.e., to every family $F$, we assign some value $J(F)$ expressing its quality, and choose a family for which this value is minimal (i.e., when $J(F) \leq J(G)$ for every other alternative $G$). However, it is not necessary to restrict ourselves to such numeric criteria only. For example, if we have several different families $F$ that have the same average location error $P(F)$, we can choose between them the one that has the minimal computational time $C(F)$. In this case, the actual criterion that we use to compare two families is not numeric, but more complicated: A family $F_1$ is better than the family $F_2$ if and only if either $P(F_1) < P(F_2)$, or $P(F_1) = P(F_2)$ and $C(F_1) < C(F_2)$. The only thing that a criterion must do is to allow us, for every pair of families $(F_1, F_2)$, to make one of the following conclusions:

- the first family is better with respect to this criterion (we’ll denote it by $F_1 \succ F_2$, or $F_2 \prec F_1$);
- with respect to the given criterion, the second family is better ($F_2 \succ F_1$);
- with respect to this criterion, the two families have the same quality (we’ll denote it by $F_1 \sim F_2$);
- this criterion does not allow us to compare the two families.

Of course, it is necessary to demand that these choices be consistent. For example, if $F_1 \succ F_2$ and $F_2 \succ F_3$ then $F_1 \succ F_3$.

A natural demand is that this criterion must choose a unique optimal family (i.e., a family that is better with respect to this criterion than any
other family). The reason for this demand is very simple. If a criterion does not choose any family at all, then it is of no use. If several different families are the best according to this criterion, then we still have the problem of choosing the best among them. Therefore we need some additional criterion for that choice, as in the above example: If several families \( F_1, F_2, \ldots \) turn out to have the same average location error \( (P(F_1) = P(F_2) = \ldots) \), we can choose among them a family with minimal computation time \( (C(F_i) \rightarrow \min) \). So what we actually do in this case is abandon that criterion for which there were several “best” families, and consider a new “composite” criterion instead: \( F_1 \) is better than \( F_2 \) according to this new criterion if either it was better according to the old criterion, or they had the same quality according to the old criterion and \( F_1 \) is better than \( F_2 \) according to the additional criterion. In other words, if a criterion does not allow us to choose a unique best family, it means that this criterion is not final. We must modify the criterion until we come to a final criterion.

The exact mathematical form of a function \( f(z) \) depends on the exact choice of units for measuring length. If we replace this unit by a new unit that is \( \lambda \) times larger, then the same physical value that was previously described by a numerical value \( I(x, y) \) will now be described, in the new units, by new numerical values \( \tilde{I}(x, y) = I(x/\lambda, y/\lambda) \), and the corresponding Fourier transform of the ratio will change to \( \tilde{P}(x, y) = P(x, y)/\lambda \). So, for \( J(x) = |P(x)| \), we will have \( \tilde{J}(x) = J(x)/\lambda \). How will the expression for \( f(z) \) change if we use the new units? In terms of \( \tilde{J}(x) \), we have \( J(x) = \lambda \cdot \tilde{J}(x) \). Thus, if we change the measuring unit for \( J(x) \), the same weight \( w(x) \sim f(J(x)) \) that was originally represented by a function \( f(z) \), will be described, in the new units, as \( w(x) \sim f(\lambda \cdot \tilde{J}(x)) \), i.e., as \( w(x) \sim \tilde{f}(\tilde{J}(x)) \), where \( \tilde{f}(z) = f(\lambda \cdot z) \).

There is no reason why one choice of unit should be preferable to the other. Therefore, it is reasonable to assume that the relative quality of different families should not change if we simply change the units, i.e., if the family \( F \) is better than a family \( G \), then the transformed family \( \tilde{F} \) should also be better than the family \( \tilde{G} \).

We are now ready for the formal definitions.

### 3.4 Definitions and the main result

**Definition 1.** Let \( f(z) \) be a differentiable strictly increasing function from real numbers to non-negative real numbers. By a family that corresponds to this function \( f(z) \), we mean a family of all functions of the type \( \tilde{f}(z) = C \cdot f(z) \), where \( C > 0 \) is an arbitrary positive real number. (Two families are considered equal if they coincide, i.e., consist of the same functions.)

In the following text, we will denote the set of all possible families by \( \Phi \).
Definition 2. By an optimality criterion, we mean a consistent pair $(\prec, \sim)$ of relations on the set $\Phi$ of all alternatives which satisfies the following conditions, for every $F, G, H \in \Phi$:

1. if $F \prec G$ and $G \prec H$ then $F \prec H$;
2. $F \sim F$;
3. if $F \sim G$ then $G \sim F$;
4. if $F \sim G$ and $G \sim H$ then $F \sim H$;
5. if $F \prec G$ and $G \sim H$ then $F \prec H$;
6. if $F \prec G$ then $G \not\prec F$ and $F \not\sim G$.

Comment. The intended meaning of these relations is as follows:

- $F \prec G$ means that with respect to a given criterion, $G$ is better than $F$;
- $F \sim G$ means that with respect to a given criterion, $F$ and $G$ are of the same quality.

Under this interpretation, conditions (1)–(7) have a simple intuitive meaning; e.g., (1) means that if $G$ is better than $F$, and $H$ is better than $G$, then $H$ is better than $F$.

Definition 3.

- We say that an alternative $F$ is optimal (or best) with respect to a criterion $(\prec, \sim)$ if for every other alternative $G$ either $F \succ G$ or $F \sim G$.
- We say that a criterion is final if there exists an optimal alternative, and this optimal alternative is unique.

Definition 4. Let $\lambda > 0$ be a positive real number.

- By a $\lambda$-rescaling of a function $f(x)$ we mean a function $\tilde{f}(x) = f(\lambda \cdot x)$.
- By a $\lambda$-rescaling $R_\lambda(F)$ of a family of functions $F$ we mean the family consisting of $\lambda$-rescalings of all functions from $F$.

Definition 5. We say that an optimality criterion on $\Phi$ is unit-invariant if for every two families $F$ and $G$ and for every number $\lambda > 0$, the following two conditions are true:

i) if $F$ is better than $G$ in the sense of this criterion (i.e., $F \succ G$), then $R_\lambda(F) \succ R_\lambda(G)$;
ii) if $F$ is equivalent to $G$ in the sense of this criterion (i.e., $F \sim G$), then $R_\lambda(F) \sim R_\lambda(G)$.

Theorem 1. If a family $F$ is optimal in the sense of some optimality criterion that is final and unit-invariant, then every function $f(z)$ from this family $F$ has the form $C \cdot z^\alpha$ for some real numbers $C$ and $\alpha$.

This theorem was, in effect, proven in [7,11]. For the reader’s convenience, the proof is given in the Appendix.
3.5 Tuning the resulting algorithm

The above theorem shows that \( f(z) = z^\alpha \), but it does not tell which value \( \alpha \) we should choose. To determine the optimal value of \( \alpha \), we analyzed several different images and came up with the following experimental conclusion:

- on the first stage, when we determine rotation and scaling, the optimal value of \( \alpha \) is \( \alpha_r \approx 1.55 \);
- on the second stage, on which we determine the shift, the optimal value of \( \alpha \) is \( \alpha_s \approx 0.65 \).

For these values, we indeed get a pretty good mosaicing.

4 The optimal choice of 0/0

In the previous section, we showed the optimal solution to the problem of fractional shifts. To complete the description of an optimal FFT-based algorithm, we must find an optimal solution to the first (0/0) problem. In principle, we can choose an arbitrary complex number as 0/0. Which is the best choice? In solving this problem, we will use the same theoretical approach as in the previous section: similarly to that section, it is difficult to formulate a numerical criterion for choosing \( z \). So, we will assume that there is a final optimality criterion on the set of all complex numbers, and we will look for the number which is best with respect to this criterion. Similarly to the previous section, we can formulate natural invariance requirements for this criterion. Namely, the value 0/0 comes from the ratio (4). We have already mentioned that if we shift \( I_1 \), then the value of \( F_1(\omega) \) gets multiplied by \( e^{2\pi i \cdot (\omega \cdot a)} \). Thus, the ratio \( z \) determined by the formula (4) gets changed to

\[
z \rightarrow z \cdot e^{i \theta},
\]

where \( \theta = 2\pi \cdot (\omega \cdot a) \). The decision of which value of 0/0 is the best should be universal, and it should not change with an additional shift of \( I_1 \). Therefore, it makes sense to assume that the optimality criterion should not change if we apply the transformation (11). Now, we are ready for the formal definitions:

**Definition 6.** We say that an optimality criterion on the set \( C \) of all complex numbers is invariant if for every two complex numbers \( z \) and \( z' \) and for every real number \( \theta > 0 \), the following two conditions are true:

i) if \( z \) is better than \( z' \) in the sense of this criterion (i.e., \( z \succ z' \)), then \( z \cdot e^{i \theta} \succ z' \cdot e^{i \theta} \).

ii) if \( z \) is equivalent to \( z' \) in the sense of this criterion (i.e., \( z \sim z' \)), then \( z \cdot e^{i \theta} \sim z' \cdot e^{i \theta} \).

**Theorem 2.** If a number \( z \) is optimal in the sense of some optimality criterion that is final and invariant, then \( z = 0 \).
To test this theoretical conclusion, we tested our algorithm, for different values of $z = 0/0$, on the simple 2-pixel image described above. For this image, the error with which we can determine the shift is indeed the smallest for $z = 0$.

5 Summarizing: new algorithm

Combining the above results, we come up with the following new modification of the FFT-based algorithm:

5.1 The simplest case: shift detection

- First, we apply FFT to the original images $I_1(x)$ and $I_2(x)$ and compute their Fourier transforms $F_1(\omega)$ and $F_2(\omega)$.
- On the second step, we compute the ratio $R(\omega)$ by using formula (4); if the denominator is 0, then we take the ratio to be equal to 0 too.
- On the third step, we apply the inverse FFT to the ratio $R(\omega)$ and compute its inverse Fourier transform $P(x)$
- Finally, on the fourth step, we do the following:
  - we find the point $x = (x_1, y_1)$ for which $|P(x)|$ takes the largest possible value;
  - then, among 4 points $(x_1 \pm 1, y_1 \pm 1)$, we select a point $(x_2, y_2)$ for which the value $|P(x_2, y_2)|$ is the largest;
  - after that, we apply the formulas (7–10) with $f(z) = z^\alpha$ and $\alpha = 0.65$ to find the coordinates $(x, y)$ of the shift.

5.2 Final algorithm: determining shift, rotation, and scaling

- First, we apply FFT to the original images $I_1(x)$ and $I_2(x)$ and compute their Fourier transforms $F_1(\omega)$ and $F_2(\omega)$.
- Then, we compute the absolute values $M_1(\omega) = |F_1(\omega)|$ and $M_2(\omega) = |F_2(\omega)|$ of these Fourier transforms.
- We transform both “images” $M_i(\omega)$ from the original Cartesian coordinates to log-polar coordinates.
- Then, we use the above FFT-based algorithm, with $\alpha = 1.55$, to determine the corresponding shift $(\theta_0, \log(\lambda))$.
- From the corresponding “shift” values, we reconstruct the rotation angle $\theta_0$ and the scaling coefficient $\lambda$.
- Now, we apply the corresponding rotation and scaling to one of the original images, e.g., to the first image $I_1(x)$. As a result, we get a new image $\tilde{I}_1(x)$.
- Since we rotated and re-scaled one of the images, the images $\tilde{I}_1(x)$ and $I_2(x)$ are already aligned in terms of rotation and scaling, and the only difference between them is in an (unknown) shift. So, we can again apply our new FFT-based algorithm for determining shift: this time, actually to determine shift.
As a result, we get the desired values of shift, rotation, and scaling; hence, we get the desired mosaicing.

6 Experimental testing of the new algorithm

We ran three series of tests:

- First, we checked whether the resulting algorithm indeed solves the problems of the original FFT-based method, i.e., that its accuracy is better and its applicability is wider.
- Second, we tested this algorithm on two overlapping satellite images to see how well the algorithm works with images that have different shading and substantial noise.
- Finally, we applied this algorithm to find text in images.

In all three series, we got good mosaicing results.

We started with an image of sheet music from Beethoven’s “Moonlight Sonata”. This image was chosen because it contains several repeated sequences of notes, and even visually, it is difficult to properly align the two shifted images. We then shifted, rotated, and scaled this image. In creating the new images, we used all possible combinations of shift, no-shift, rotation, no-rotation, scaling, no-scaling, giving us a total of 7 images. We then used both the original FFT-based algorithm and our new algorithm to compare the original image with each of the 7 transforms. The results are given in the following table.

A second set of tests have been performed on a pair of satellite images in order to demonstrate the robustness of this algorithm with regard to noise and shading differences. We also test the limits as to how much two images must overlap in order for the program to detect the similarities and properly mosaic the images.

These two images are actually subscenes from two overlapping photos P33R37 and P34R37 taken from a Landsat satellite over southern New Mexico. The resolution is 30 meters meaning that each pixel represents the average intensity for a 30 by 30 meter area. The Landsat sensors detect eight different bands of light simultaneously, only some of which are composed of visible light frequencies. The images used here are made up of only the blue band, which have been converted to 256 grayscale images. The images were taken on different days at different times of the year. Although there is no apparent snow or clouds in either image, the shading and some of the ground features differ slightly.
These images are about one quarter the size of the original satellite photos. The first has 3171 columns and 2768 rows of pixels while the other is 3026 $\times$ 3214. Because these images are so large and only overlap by about 20%, we have taken 512 $\times$ 512 pixel subimages from the overlapping part of these subimages in order to conduct this test. Only one such subimage was taken from image P33R37 while eight were taken from P34R37. Each subimage taken from P34R37 overlaps the original subimage from P33R37 by a different percentage starting with approximately 100% and going down to 30%. The results of reconstructing shift, rotation, and scaling are given in the following table.

We got good reconstruction for at least 40% overlap. When the image overlap is near 100%, the algorithm is accurate to within 0.1 pixels and 0.01 degrees. From 90% overlap down to 40% overlap the accuracy stays fairly consistent, within 5 pixels and 0.03 degrees, with one exception of 0.3 degrees variance.
<table>
<thead>
<tr>
<th>Overlap (%)</th>
<th>Angle</th>
<th>Relative shift</th>
</tr>
</thead>
<tbody>
<tr>
<td>actual</td>
<td>100</td>
<td>-0.85</td>
</tr>
<tr>
<td>reconstructed</td>
<td>100</td>
<td>-0.84 (−0.6, −1.5)</td>
</tr>
<tr>
<td>actual</td>
<td>90</td>
<td>-0.85 (25.5,24.5)</td>
</tr>
<tr>
<td>reconstructed</td>
<td>90</td>
<td>-0.83 (21.5,24.3)</td>
</tr>
<tr>
<td>actual</td>
<td>80</td>
<td>-0.85 (53.5,52.5)</td>
</tr>
<tr>
<td>reconstructed</td>
<td>80</td>
<td>-0.84 (49.5,51.6)</td>
</tr>
<tr>
<td>actual</td>
<td>70</td>
<td>-0.85 (83.5,82.5)</td>
</tr>
<tr>
<td>reconstructed</td>
<td>70</td>
<td>-0.84 (79.6,81.5)</td>
</tr>
<tr>
<td>actual</td>
<td>60</td>
<td>-0.85 (115.5,114.5)</td>
</tr>
<tr>
<td>reconstructed</td>
<td>60</td>
<td>-0.82 (110.6,114.4)</td>
</tr>
<tr>
<td>actual</td>
<td>50</td>
<td>-0.85 (149.5,148.5)</td>
</tr>
<tr>
<td>reconstructed</td>
<td>50</td>
<td>-0.86 (146.5,145.7)</td>
</tr>
<tr>
<td>actual</td>
<td>40</td>
<td>-0.85 (187.5,186.5)</td>
</tr>
<tr>
<td>reconstructed</td>
<td>40</td>
<td>-0.83 (179.4,183.7)</td>
</tr>
<tr>
<td>actual</td>
<td>30</td>
<td>-0.85 (230.5,229.5)</td>
</tr>
<tr>
<td>reconstructed</td>
<td>30</td>
<td>-90.00 (−1.0, −102.0)</td>
</tr>
</tbody>
</table>

In the last set of tests, we used our new algorithm to locate a given text string in a complex image. One important application of this is government agencies trying to find covert messages on web pages. For this application, texts are horizontal, so we are only looking for a shift.

Here, as a first image, we took the text on a white background, for the second image we took our original sheet music image and put our text on top of it. For a shifted test we got perfect reconstruction:

<table>
<thead>
<tr>
<th>Relative shift</th>
</tr>
</thead>
<tbody>
<tr>
<td>actual (−59,−128)</td>
</tr>
<tr>
<td>reconstructed (−59,−128)</td>
</tr>
</tbody>
</table>

Conclusion

In many application areas several images cover a single area and, therefore, it is important to mosaic them into a single image. For that, we need to properly shift, rotate, and re-scale the component images. Several FFT-based algorithms have been proposed for such mosaicing. Sometimes, however, these algorithms do not work well: for some simple images, these methods do not work at all, while for some more complicated images, the resulting mosaicing accuracy is very low.

We have developed and tested an optimal FFT-based mosaicing algorithm. This algorithm works well on all kinds of images including man-made
Intelligent Mining in Image Databases

images, satellite photos, and detection of text in images. In particular, this algorithm works well on the images on which the previously known algorithms failed.
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Appendix: Proofs

6.1 Proof of Theorem 1

This proof is based on the following lemma:

**Lemma.** If an optimality criterion is final and unit-invariant, then the optimal family $F_{opt}$ is also unit-invariant, i.e., $R_\lambda(F_{opt}) = F_{opt}$ for every number $\lambda$.

**Proof of the Lemma.** Since the optimality criterion is final, there exists a unique family $F_{opt}$ that is optimal with respect to this criterion, i.e., for every other $F$:

- either $F_{opt} \succ F$,
- or $F_{opt} \sim F$.

To prove that $F_{opt} = R_\lambda(F_{opt})$, we will first show that the re-scaled family $R_\lambda(F_{opt})$ is also optimal, i.e., that for every family $F$:

- either $R_\lambda(F_{opt}) \succ F$,
- or $R_\lambda(F_{opt}) \sim F$.

If we prove this optimality, then the desired equality will follow from the fact that our optimality criterion is final and therefore, there is only one optimal family (so, since the families $F_{opt}$ and $R_\lambda(F_{opt})$ are both optimal, they must be the same family).
Let us show that $R_\lambda(F_{\text{opt}})$ is indeed optimal. How can we, e.g., prove that $R_\lambda(F_{\text{opt}}) \succ F$? Since the optimality criterion is unit-invariant, the desired relation is equivalent to $F_{\text{opt}} \succ R_{\lambda^{-1}}(F)$. Similarly, the relation $R_\lambda(F_{\text{opt}}) \sim F$ is equivalent to $F_{\text{opt}} \sim R_{\lambda^{-1}}(F)$.

These two equivalences allow us to complete the proof of the lemma. Indeed, since $F_{\text{opt}}$ is optimal, we have one of the two possibilities:

- either $F_{\text{opt}} \succ R_{\lambda^{-1}}(F)$,
- or $F_{\text{opt}} \sim R_{\lambda^{-1}}(F)$.

In the first case, we have $R_\lambda(F_{\text{opt}}) \succ F$; in the second case, we have $R_\lambda(F_{\text{opt}}) \sim F$.

Thus, whatever family $F$ we take, we always have:

- either $R_\lambda(F_{\text{opt}}) \succ F$,
- or $R_\lambda(F_{\text{opt}}) \sim F$.

Hence, $R_\lambda(F_{\text{opt}})$ is indeed optimal and thence, $R_\lambda(F_{\text{opt}}) = F_{\text{opt}}$. The lemma is proven.

Let us now prove the theorem. Since the criterion is final, there exists an optimal family $F_{\text{opt}} = \{C \cdot f(z)\}$. Due to the lemma, the optimal family is unit-invariant.

From unit-invariance, it follows that for every $\lambda$, there exists a real number $A(\lambda)$ for which $f(\lambda \cdot z) = A(\lambda) \cdot f(z)$. Since the function $f(z)$ is differentiable, we can conclude that the ratio

\[ A(\lambda) = \frac{f(\lambda \cdot z)}{f(z)} \]

is differentiable as well. Thus, we can differentiate both sides of the above equation with respect to $\lambda$, and substitute $\lambda = 1$. As a result, we get the following differential equation for the unknown function $f(z)$:

\[ z \cdot \frac{df}{dz} = \alpha \cdot f, \]

where by $\alpha$, we denoted the value of the derivative

\[ \frac{dA}{d\lambda} \]

taken at $\lambda = 1$. Moving terms $dz$ and $z$ to the right-hand side and all the term containing $f$ to the left-hand side, we conclude that

\[ \frac{df}{f} = \alpha \cdot \frac{dz}{z}. \]

Integrating both sides of this equation, we conclude that $\ln(f) = \alpha \cdot \ln(z) + C$ for some constant $C$, and therefore, that $f(z) = \text{const} \cdot z^\alpha$. The theorem is proven.
6.2 Proof of Theorem 2

This proof is based on the following lemma:

**Lemma.** If an optimality criterion is final and invariant, then the optimal value $z_{opt}$ is also invariant, i.e., $z_{opt} = z_{opt} \cdot e^{i\theta}$ for every real number $\theta$.

**Proof of the Lemma.** Since the optimality criterion is final, there exists a unique complex number $z_{opt}$ that is optimal with respect to this criterion, i.e., for every other $z$,

- either $z_{opt} \succ z$,
- or $z_{opt} \sim z$.

To prove that $z_{opt} = z_{opt} \cdot e^{i\theta}$, we will first show that the number $z_{opt} \cdot e^{i\theta}$ is also optimal, i.e., that for every number $z$:

- either $z_{opt} \cdot e^{i\theta} \succ z$,
- or $z_{opt} \cdot e^{i\theta} \sim z$.

If we prove this optimality, then the desired equality will follow from the fact that our optimality criterion is final and therefore, there is only one optimal number (so, since the numbers $z_{opt}$ and $z_{opt} \cdot e^{i\theta}$ are both optimal, they must be the same number).

Let us show that $z_{opt} \cdot e^{i\theta}$ is indeed optimal. How can we, e.g., prove that $z_{opt} \cdot e^{i\theta} \succ z$? Since the optimality criterion is invariant, the desired relation is equivalent to $z_{opt} \succ z \cdot e^{-i\theta}$. Similarly, the relation $z_{opt} \cdot e^{i\theta} \sim z$ is equivalent to $z_{opt} \sim z \cdot e^{-i\theta}$.

These two equivalences allow us to complete the proof of the lemma. Indeed, since $z_{opt}$ is optimal, we have one of the two possibilities:

- either $z_{opt} \succ z \cdot e^{-i\theta}$,
- or $z_{opt} \sim z \cdot e^{-i\theta}$.

In the first case, we have $z_{opt} \cdot e^{i\theta} \succ z$; in the second case, we have $z_{opt} \cdot e^{i\theta} \sim z$.

Thus, whatever number $z$ we take, we always have:

- either $z_{opt} \cdot e^{i\theta} \succ z$,
- or $z_{opt} \cdot e^{i\theta} \sim z$.

Hence, $z_{opt} \cdot e^{i\theta}$ is indeed optimal and thence, $z_{opt} \cdot e^{i\theta} = z_{opt}$. The lemma is proven.

Let us now prove the theorem. Since the criterion is final, there exists an optimal number $z_{opt}$. Due to the lemma, the optimal family is invariant. So, $z_{opt} \cdot e^{i\theta} = z_{opt}$ for every real number $\theta$. In particular, for $\theta = \pi$, we have $e^{i\pi} = -1$ and hence $z_{opt} = -z_{opt}$, i.e., $z_{opt} = 0$. The theorem is proven.