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           Figure 2.3 State Transition Model for ACC system in Simulink/Stateflow 

 

          In this Graph, haltx  indicates the following distance when the vehicle stops; crux  

means the following distance with regard to the vehicle speed; mv  stands for the maximum 

cruise speed (desired speed) for the subject vehicle. The switching laws would make sure 

that the controller outputs the corresponding state of the car according to the sensed 

variables and parameters. 

         The use of these sensors used for sensing the following distance and closing rate 

requires heavy filtering, because they are normally subject to noise, update frequency and 

drop-outs, and this, in turn, introduces delays into the system and reduce the ability of the 

ACC system. However, in cooperative ACC (CACC) systems, because the forward-looking 

sensor is assisted by a wireless communication link, it will offer real time leader-to-follower 

updates of critical information. 
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2.2 Control Strategies on Lower and Upper Level Controller 

 

     Now that, the widely used control strategy for upper level controller is so-called ACC. 

However, for the lower level controller, the design is mainly based on the vehicle model and 

the assumptions, therefore, the lower control strategies varies with the vehicle models used 

for the control system. 

 

2.2.1 Typical ACC Control Design Strategy 

 

      ACC has been a hot research topic in recent years in both academics and car 

manufacturers. Among these researches, Persson, M. et al. consider higher performance 

ACC which claimed suitable for both low and high speeds [9]. Liang C.-Y et al. consider the 

string stability when several ACC vehicles drive closely [10]. And Xiao-Yun Lu, et al. Propose 

some sliding-mode based designs of ACC which claimed have higher 

acceleration/deceleration capability, safety and suitability for both ACC and CACC [2]. These 

papers focus on different aspects. [10] mainly concerned about the vehicle behaviors on 

different speeds, while [2] discussed about the ACC strategy for multiple vehicles, however, 

[2] had a more comprehensive view for the ACC design. Particularly, [2] covered two 

different choices of sliding modes for ACC designs.  

To design ACC using the sliding mode control scheme, the first thing is to select 

a surface or a manifold (i.e., the sliding mode) such that the system trajectory exhibits 

desirable behavior when confined to this manifold. Then proper feedback gains needs to be 

decided so that the system input trajectory will just intersect and stay on the surface. 

      Due to the discontinuity of the sliding mode control law, the control system based on this 

law has the ability to direct trajectories or inputs to the sliding mode in limited time (i.e., 

stability of the sliding surface is better than asymptotic). However, when the trajectories 
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arrive at the sliding surface, the system will takes over the role of the sliding mode. Therefore, 

selection of the sliding modes and reach-ability conditions is crucial for designs based on this 

scheme. 

       The design procedure with different sliding modes would be discussed in next Chapter. 

This part mainly discussed the general process adopted by [2] to design such a controller.  

       The first thing in this paper is to choose a sliding surface. A sliding surface was usually 

chosen on a plane with control parameter and derivative of the parameter as two coordinates. 

An example is shown on the Figure.2.4. 

 

 

        

 

 

 

 

 

 

 

 

                               Figure 2.4   The Selection for Sliding Surface 

   

In the Figure 2.4, a sliding surface s  is chosen as a linear relation between x  and 
•

x  (e.g. 

•

+⋅= xxks ). The ideal sliding mode is 0=s  which means the reduced order relationship 
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on the sliding manifold is xkx ⋅−=
•

. Any input trajectory on this plane can reach the sliding 

surface through the reach-ability condition which is usually defined as: 

0=⋅+
•

ss γ
                                                                                                 (2-1) 

      However, since the term 
•

s  contains the second derivative of x , before solving the 

control, an error model which must include term 
••

x  should be developed first. To illustrate 

this process, if term x  indicates distance, then v  means speed and a  stands for 

acceleration. Thus, for example, the model can be written as: 

vx =
•

                                                                                                                (2-2) 

)(
1

F
M

av ==
•

                                                                                                        (2-3) 

where M  and F  are the mass and force respectively. At last, after substituting the 

expression for 
•

s  and s , the force can be solved through the reach-ability condition. 

       For the sliding surface s , sliding reach-ability conditions, even if available for chosen 

surface, can not guarantee the closed-loop system stability [2]. The reason is that, if we are 

controlling the reference headway (see section 1.4), 

µλ += vRd                                                                                                           (2-4) 

in which v  is a variable. In the stability considerations, only the reach-ability condition 0=s  

in the ideal sliding mode does not guarantee the stability of the closed-loop system. Instead, 

one has to consider the reminder dynamics on the sliding manifold with unknown v  taken 

into consideration. To achieve this, [2] suggested using a new pair of coordinates for the 

closed-loop system. Since the sliding mode control is not adopted in this thesis, the method 
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for stability analysis will not be discussed here. The indirect Lyapunov method for stability 

analysis can be found in section 3.2 of [2]. 

This paper [2] also discussed Implementation related issues which could affect the robust 

performance of the control system as well as the transition from ACC to CACC in a control 

design viewpoint. However, these discussions are not related to the main contents of this 

thesis.  

 

2.2.2 The Lower Level Controller Configuration 

 

         On the other hand, the lower level controller often consists of a throttle controller, 

brake controller, and switching logic. The brake controller is used for deceleration that cannot 

be achieved by engine torque alone. If no brake is required for the vehicle, the throttle 

controller will take over to accelerate or decelerate the target vehicle. The role of the 

switching logic is to properly activate and deactivate the throttle and brake controllers based 

on the required net torque at the current state. When the computer continuously computes 

the required throttle angle, if the required throttle angle is greater than the minimum throttle 

angle, the logic determines that the throttle controller alone is adequate to generate the 

desired control action, and no brake torque will be applied [3]. Otherwise, the throttle 

controller will be deactivated which means it will keep the throttle angle at the minimum value 

and brake control will be applied to generate the enough brake torque. 

 

2.3   Multiple Vehicles Control Design Strategy 

 

          For multiple vehicles control in a platoon, there is a potential disadvantage of the 

approach described above that the disturbances or errors may propagate both forward and 
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backward within a platoon. Therefore, the information from the follower vehicle should be 

considered in the control system 

         The multiple vehicles control scheme, i.e. The Vehicle Platoons control system, 

consists of a vehicle guidance model and individual vehicle controllers. Shladover and No. et 

al. proposed guidance models which using a global communication and a local 

communication respectively to transmit the velocity and acceleration signals to each follower 

vehicle [7, 8]. Zhang et al. developed a control algorithm for the vehicle platoon using the 

information of the leading and following vehicles [3].  

          [3] claimed that their approach guarantees individual vehicle stability as well as 

platoon stability under the constant spacing safety policy. This result leads to the following 

important conclusion: the design of the platoon stable vehicle follower controller under 

constant spacing policy is possible through the use of the relative speed and spacing 

information from both the controlled vehicle’s immediate predecessor and follower. 

         Fig 2.4 shows the control strategy in [3]. They designed a controller for the subject 

vehicle using information from both the controlled vehicle’s immediate predecessor and the 

controlled vehicle’s immediate follower to achieve automatic vehicle following, where Vn , 

Vn+1 and Vn-1 are the velocities of vehicles n  , n+1 and n-1 , respectively, 

      

 

 

 

 

                            Figure 2.5 Configuration of Vehicle Following Maneuver 

 

     The individual vehicle controller should be coupled with the guidance model to execute 

the control signal. The vehicle control is accomplished by longitudinal and lateral control 
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using a driving and steering actuator respectively.  For longitudinal control, various methods 

has been proposed such as sliding mode control with the Lyapuov function based approach 

[2]  besides the conventional PID controller [6].  

        Other than these researches, a guidance model using the spring-damper relation (or 

say impedance relation [see Chapter 1.5]) is adopted in [4].  Impedance control does not 

attempt to track motion and force trajectories but rather to regulate the mechanical 

impedance specified in a certain guidance model. The local interaction between the lead and 

follower vehicles can be specified by spring-damper relations [4]. Therefore, the trajectory 

still has to be defined, because in impedance control, only the impedance parameters will be 

defined. So, indeed, the impedance control with conceptual serial spring-damper model is 

kind of force control scheme to generate the appropriate trajectory according to the force 

exerted from the environment and the impedance. Figure 2.5 shows an example for this 

impedance model in [4]. 

 

 

 

 

 

 

 

 

 

 

 

 

                               Figure 2.6    The Serial Spring-damper Model [4] 



                                                                           16

CHAPTER 3: VEHICLE MODEL AND CONTROL DESIGN 

  

   In this chapter, a simple vehicle model for control design will be first developed and the 

control law design will be followed 

 

3.1 Vehicle Model 

 

       In order to implement the controller for the vehicle following purpose, a longitudinal 

vehicle model is necessary. The automotive power-train is usually composed by three 

segments: an engine, a transmission (including a torque converter), a drive train (including 

rubber tires), and all other components that can influence the longitudinal performance of an 

automobile. A simple functional description of such a system is shown in Figure 3.1[3]. This 

is typically a system consists of several subsystems with different inputs and outputs. 

 

 

      

 

 

 

 

 

                                               Figure 3.1 Longitudinal Vehicle Model [3]  
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       For longitudinal control, the system in Fig 3.1 can be considered as a two-input (throttle 

angle and brake torque) and one outputs (vehicle speed) system[2]. The other inputs such 

as aerodynamic drag, road load, and vehicle mass are treated as disturbances. This two-

inputs-one-output system can be subdivided as two major parts. The first part consists of the 

engine and transmission systems, and the second part is the drive-train system. 

Since the nonlinear system described above is complicated and highly nonlinear, it is too 

difficult to design a controller based on this system in a short period. A simplified vehicle 

longitudinal model that can represent the basic dynamics of the vehicle needs to be 

designed to simplify the task of the controller. 

J. K. Hedrick, et al [11]. proposed a simple three state vehicle model for control. In order 

to describe the vehicle model they made, I need to make following assumptions at first:1) 

The torque converter is locked; 2)  No torsion of the drive axle; 3) No slip at wheels; 4) The 

gear ratio is locked. 

The states that need to be controlled in this process are: 

1. Engine speed ( eω ) 

2. Net Torque from the engine ( netT ) 

3. Vehicle Speed ( v ) 

According to [11], the flow rate of the air in the intake manifold is governed by the 

continuity equation, which is: 

 

••

−= aoaia mmm
                                                                                                    (3-1) 

 

Where 
•

aim  and  
•

aom  are the mass flow rates into and out of the intake manifold. The 

empirical relationships for these rates are: 
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PRZTCmm MAXai ⋅⋅=
••

)(α
                                                                                (3-2) 

eavolao mcm ωη ⋅⋅⋅=
•

1                                                                                       (3-3) 

Where the 
•

MAXm is the maximum flow rate corresponding to a fully open throttle valve. The 

function TC is a nonlinear function of throttle angle a. The function PRZ is the normalized 

pressure influence function which is a nonlinear function of the pressure ratio atmmr PPP /= , 

where atmP  is the atmosphere pressure and Pm is calculated using ideal gas law, which is: 

a
Mair

m
m m

VM

RT
P =

                                                                                                (3-4) 

Then, the rotational dynamics of engine is given by: 

loadnete TTJ −=⋅∑
•

ω
                                                                                           (3-5) 

where netT  is the net torque output from the engine normally defined as the difference 

between the combustion torque and other losses. It is empirically known to be a nonlinear 

function of engine speed and manifold pressure. loadT  is the effective load on the engine. 

     Also, the vehicle speed and engine speed are related by the relation: 

egt RRv ω=
                                                                                                              (3-6) 

Where tR  is the effective tire radius, and gR  should be a variable that depends on the 

vehicle gear ratio, but in this application it will be assumed as a constant. Consequently,  

     ∑ J  is the effective engine inertia which includes engine, torque converter, driveshaft, 

and vehicle inertias. Its functional form is thereby: 
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...)(2
, ++++=∑ wrwfggte JJRJJJ

                                                      (3-7) 

where Je is the engine torque, gtJ ,  is the transmission torque at a particular gear ratio, wfJ  

and wrJ  are the inertias of front and rear wheels respectively, and M  is vehicle mass. And 

term loadT  is composed by all longitudinal dynamics terms: 

)( 2 rtabrgload FRvCTRT ++=
                                                                         (3-8) 

where brT  is the total brake toque, aC  is the aerodynamic drag coefficient and rF  is the total 

rolling and friction force. 

 

3.2 Basic Control Design 

 

     This section presents the control laws for vehicle following based a simple vehicle model 

shown in section 3.1. Using spacing and headways as the inter-vehicle distance control 

strategy, several control techniques are investigated for consideration. And at last a control 

law using impedance relations will be presented. 

      Consider two vehicles travelling on a straight lane of highway. The front one is called 

lead vehicle and the other one is called follower vehicle. This control task is to design an 

upper level controller which determines the net torque output from the engine ( netT ). And this 

output in turn leads to a throttle and brake control command in a lower level. But this design 

will only focus on the upper level controller in order to analyze the relationship between the 

netT  and other design parameters. The configuration of the vehicle following maneuver is 

shown in Figure 3.2. 
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Figure 3.2 Schematic of Longitudinal Control 

 

The Spacing error e  is defined as the difference between the absolute distances of lead 

and follower vehicle. The distance headway is designed using “constant time headway 

policy” (see Chapter 1) 

        The basic control design purpose is as following: 

1). The follower vehicle closed loop system should be stable 

2). The spacing errors ( e ), resulting from the lead vehicle maneuver, should go to zero 

3). The effect of velocity change on the spacing error should be as small as possible 

       And it is assumed following measurements are available: 

1). Lead vehicle’s velocity ( pv ) 

2). Range and closing rate to the lead vehicle ( rx , rv ) 

3). Engine speed 

         

3.2.1 Preliminaries 

 

The following notations will be used throughout the article: 

rx  ---------- Relative distance; (can be measured by Radar) 
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rv  ---------- Relative velocity; (can be Measured by Radar) 

ra  ---------- Relative Acceleration;  

x  --------- Follower vehicle distance 

v  --------- Follower vehicle velocity 

a  ---------Follower vehicle acceleration 

px  ---------- Preceding distance  

pv  ---------- Preceding speed (measured by radar) 

pa  ---------- Preceding acceleration (may not be available)  

M  ---------- Vehicle mass 

loadT  ---------- Total Force or Torque of the rolling resistance and friction 

netT  --------- Net output torque expected from engine or brake force 

     To avoid complexity in calculations, it is assumed that the starting point of the follower 

vehicle is the initial point which is set to be 0 and the travelling direction is set to be the 

positive direction(x-coordinate). Then, some basic relations are listed below: 

xxx pr −=  ;  vvv pr −= ; aaa pr −=                                                  (3-9) 

The initial conditions are: 

0)0(,0)0( >== Lxx p  

0)0()0()0( === rp vvv                                                                                  (3-10) 

From the notations and assumptions, we will have 

rr av =
•

,    rr vx =
•

                                                                                            (3-11) 
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And the choice of distance headway is crucial for following safety, thereby, the headway 

is defined by the “constant time headway policy” which is: 

µα += vxd            (3-12) 

where α  and µ  are positive constant design parameters 

   

   3.2.2 Prior work 

     

      Xiao-Yun Lu, et al. [3] used sliding control strategy to design the control law. In sliding 

control, usually a surface is defined as a function of error and derivatives of the error and/or 

integrals of the error. The surface is defined so that the state will exponentially decay along 

the surface to the desired point [1]. 

For example, they defined a sliding surface: 

)()( drdr xxkvvs −+−=
                                                             (3-13)  

The desired point is s = 0, so the reduced order dynamics can be written as: 

 

)()( drdr xxkxx
dt

d
−−=−

                                                                       (3-14) 

    Anouck R. Girard, et al.[1] clearly defined the error similar to Paper 2 to get the control law. 

They define the error e as: 

dr xxe −=
                                                                                                       (3-15) 

According to literature 1, if we define a sliding surface: ekes ⋅+=
•

. From the sliding reach 

ability condition:  ss ⋅−=
•

γ . Then, 0=⋅+⋅+
•••

ekeke pd , where γ+= kkd , kk p ⋅= γ .     

The control law can be obtained by feedback linearization: 



                                                                           23

ekekxaa pddp ++−=
•••

                                                                               (3-16) 

 

However, it is not necessary to define error as distance error, if we define error as velocity 

error, which is: 

vvve pr −==
                                                                                                  (3-17) 

Then, drdppr xxxxxvvve −=−−=−== ∫∫∫∫ )(  

For sliding control, the surface s can be written as: )( drr xxkvs −⋅+= . This situation 

was also discussed in [2]. 

     So it will be relatively easier if we took speed error as feedback error since its integral has 

to be the distance error in ideal conditions (not include the integral errors) but the opposite 

way will be false 

     Soo-Yeong, Yi and Kil-To, Chong proposed a guidance model shown in Figure 3.3[4]. In 

this system, the vehicles are guided with ‘serial chains of spring-dampers’. The impedance 

control with conceptual serial spring-damper model is kind of force control scheme to 

generate the appropriate trajectory according to the force exerted from the uncertain 

environment.  

 

 

 

 

 

 

                          Figure 3.3  Serial Spring-Damper Guidance Model [4] 
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       )4,3,2,1(x  stands for the position of each vehicle. Since each vehicle in this platoon is 

connected with conceptual springs and dampers, so the force control strategy can be given 

as: 

)()( 11

••

−− −+−−= nndnnf xxcxxxkF
  

)()( 11

•

+

•

+ −+−−= nndnnr xxcxxxkF
                                                           (3-18) 

       Here dx  denotes distance headway that should be maintained for safety purpose. It 

should be noted that 0=fF for the first lead vehicle and 0=rF  for the last vehicle. From 

the Newton’s law of motion the equilibrium of force can be expressed as: 

rfn FFxM −=⋅
••

                                                                                                (3-19) 

However, this model based approach has some drawbacks. The fact that the 

impedance before and behind an object vehicle are coupled with the position and velocity of 

this vehicle becomes a heavy burden to obtain the engine control force. To simplify this 

impedance relation, the suggested guidance model which shown in Figure 3.4, will be single 

impedances impacting only a single vehicle.  

 

                  Figure 3.4   Spring-Damper Model with only One Side Information 
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     Since this control design only involves two vehicles, so this controller based on the 

mass/spring/damper dynamics will be relatively stable. However, ignoring the information 

from the follower vehicle in turns leads to slinky-type effects, which will decrease the safety 

when travelling on the highway. 

Based on these analyses above, this thesis will present a new control strategy for ACC 

which will not use sliding control scheme as usual but the impedance model approach. The 

sliding control in the nature is a special type bang-bang controller (on-off controller) that will 

switch abruptly between two states. The main strength of sliding mode control is 

its robustness.  Because the control can be as simple as a switching between two states, it 

need not be precise and will not be sensitive to parameter variations that enter into the 

control channel. However, robustness will not be a main issue in this control design, since 

purpose of this design is to find the relationship of sampling period and other control design 

parameters. This new approach will couple the follower vehicle and the lead with spring and 

damper. This system will guarantee good stability and this new strategy may also reduce the 

slinky effects due to no information from behind. 

 

3.3 Control Design and Stability 

 

       

                                         

 

 

 

 

                               Figure 3.5   Vehicle Longitudinal Following Maneuver 
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       Using the spring-damper model, the configuration of vehicle following strategy is shown 

in Figure 3.5. The leading and follower vehicles are connected with imaginary spring K with 

original length L and damper C. Then, the length change of the spring and the speed 

difference between the two vehicles are:  

drdp xxxxxL −=−−=∆
                                                                          (3-20) 

rp vvvv =−=∆
                                                                                                 

where vvv pr −=  and  xxx pr −=  (see 3.2.1). 

Then, the conceptual force applied on the follower should be: 

•

⋅+−=⋅+−= rdrrdr xCxxKvCxxKF )()(
                                           (3-21) 

       According to Newton’s Law of motion, the acceleration caused by this conceptual force 

is: 

•

⋅+−== rdrf x
m

C
xx

m

K
mFa )(/

                                                                    (3-22) 

 

       Now, to achieve the control action for the follower vehicle, suppose that two vehicles 

are at the initial state where 0)0()0()0( === rp vvv . If it is assumed that the preceding 

acceleration pa  is available, in a certain time t∆ , there is a distance gain delta and velocity 

tap ∆⋅  for the lead vehicle, then the acceleration for the follower caused by this distance 

gain is fa . In order to catch up the lead and keep the following distance at dx , the 

acceleration of the subject vehicle at this time should be given by fp aaa += which is 

greater than lead vehicle acceleration. The Figure 3.6 shows the control law for the follower 
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   Figure 3.6   Vehicle Longitudinal Control Maneuver 

 

Therefore, from (3-21), the control law achieved after feedback linearization is: 

•

⋅+−+=+= rdrpfp x
m

C
xx

m

K
aaaa )(

                                            (3-23) 

 Compare the equation above to the control Law from sliding mode control: 

)()( drpdrddppddp xxkvvkxaekekxaa −+−+−=⋅+⋅+−=
•••••

     (3-24)     

       (3-23) just simply dropped out the term 
••

dx  and dv  . Because this two terms both came 

from the term dx  (derivative and second derivative of dx ), ideally they would not affect the 

stability of the spacing control too much 

         Also, dx  is the distance headway for spacing control, and ideally the sum of this 

headway and spacing error should be the actual following distance. This headway is defined 

as: 

 
Lvxd +⋅=α

                                                                                           (3-25) 

where α  and L  are both constants and greater than zero. 

       From (3-23) and (3-25), and using the relations (see 3.2.1): 
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xxx pr −= ; vvv pr −= ; aaa pr −=                                                      (3-26) 

rr vx =
•

; rr av =
•

                                                                                                 (3-27) 

Finally, the overall differential equation for control law (3-23) is obtained that: 

prrr v
m

K
L

m

K
x

m

K
x

m

K

m

C
x ⋅

⋅
+⋅=+⋅

⋅
++

••• αα
)(

                                (3-28) 

Since v  is unknown in (3-25), but pv , rv  and rx  are measurable (see 3.2.1), the 

equation is organized with rx  as output, Lvx pid +⋅=α   as input. 

For stability issues, (3-28) have poles: 

m

mKKCKC

2

4)( 2

1

⋅−⋅+−⋅−−
=

αα
λ

                                                              (3-29) 

m

mKKCKC

2

4)( 2

2

⋅−⋅++⋅−−
=

αα
λ

                                                                 

Thus, the closed loop system is globally stable for following condition 

mKKC ⋅≥⋅+ 4)( 2α                                                                              (3-30)                                                                                    

Because if (11) is achieved, the poles of the closed loop system are always negative. But 

with K decreasing as 04 →⋅mK  , the stability margin decreases as 0lim 20 =→ λk  

 

3.4 Implementation   

 

In last section, a control law for maintaining the spacing between two vehicles in a safe 

distance is developed using the impedance relation. To implement this control law, the three-

state vehicle model is needed (see section 3.1). Those states are: 
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1. Engine speed  ( eω ) 

2. Net Torque  ( netT ) 

3. Mass of air in manifold ( am ) 

The equations below are the conditions on which the controllers based on. And the control 

law developed above needs to be coupled with these equations to get the engine speed or 

net torque. 

•••

−⋅⋅= aoaMAXa mmPRITCmm )()(θ
                                                        (3-31)a 

∑−=
•

JTmT loadaenete /)),(( ωω
                                                                     (3-31)b 

)2( 22
, wtggte JRmRJJJ ⋅+⋅++=∑                                           (3-31)c 

)( 232
etgartbrgload RRCFRTRT ω⋅+⋅+⋅=

                                         (3-31)d                                                                                                                             

If assuming that Rg is a constant and using the relation egt RRv ω⋅⋅= (see section 3.1), it 

holds that: 

∑−= JTTRRa loadnetgt /)(
                                                                  (3-32) 

From (3-32) and (3-31)b, the net torque of the engine is given by: 

load
gt

net T
RR

Ja
T +

⋅
=

⋅

∑
                                                                                          (3-33) 

Where  

 

•

⋅+−+=+= rdrpfp x
m

C
xx

m

K
aaaa )(

                                         (3-34) 
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    On the other hand, 
•

am can be obtained through the numerical differentiation of am   and 

the throttle angle θ  can be found from the engine map by knowing function TC. If 

0θθ < ( 0θ is the minimum throttle angle), according to the switching law, the brake should 

occur. The desired brake torque is given by: 

g
gt

netbr R
RR

Ja
TT /)( ∑⋅−Φ−=

                                                                        (3-35)                                              

Where,  )( 2vCFRR argt ⋅+=Φ  

For example, use the data table below to calculate each parameter. This data is used by J. K 

Herdcik et al. in [11] . 

                      Table 1   Powertrain Parameters (all units are in MKS system)   

eV
 = engine displacement 

0.0049 m^3 

mV  = intake manifold volume 0.00446 m^3 

tC  = engine torque constant 1018686 Nm/k 

eJ  = engine & torque converter inertia 0.2630 kg m^2 
MAX  = max flow rate into intake manifold 0.684 kg/s 

itt∆  = intake to torque production delay 5.48/we 

stt∆  = spark to torque production delay 1.30/we 

fτ  = fuel delivery time constant 
0.05 sec 

1R  = first gear speed reduction ratio 0.4167 

2R  = second gear speed reduction ratio 0.6817 

3R  = third gear speed reduction ratio 1.0 

4R  = fourth gear speed reduction ratio 1.4993 

5R  = final gear speed reduction ratio 0.3058 

1,tJ  = effective turbine inertia, 1st gear 0.08202 kg m^2 

2,tJ
 = effective turbine inertia, 2nd gear 

0.07592 kg m^2 

3,tJ
 = effective turbine inertia, 3rd gear 

0.11388 kg m^2 

4,tJ
 = effective turbine inertia, 4th gear 

0.13150 kg m^2 

wfJ
 = inertia of front wheel 

2.565 kg m^2 

wrJ  = inertia of rear wheel 2.565 kg m^2 
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fh  = static axle to ground height of front wheel 0.33 m 

rh  = static axle to ground height of rear wheel 0.33 m 

M  =vehicle mass 2148 kg 

sK  =shaft siffness 6742 Nm/rad 

rfF  = front tire rolling resistance 86.16 

rrF  = rear tire rolling resistance 
81.11 

aC
 = aerodynamic drag coefficient 

0.53384 kg/m 

)(iK f  = tire slip proportionality, front (both side combined) 83710 N 

)(iKr  = tire slip proportionality, rear (both side combined) 79070 N 

vb,τ  = vehicle brake torque time constant 0.1 sec 

tb,τ  = total system brake torque time constant 0.25 sec 

bfK
 = front brake torque proportionality constant  

brK  = rear brake torque proportionality constant  

 

       Let  4.0=α  and 0.2=L , for maintaining the speed of 20m/s, the headway can be 

found as 10 meters. Assuming the gear ratio is locked at 3rd gear, then, the typical values of 

these parameters are: 

50.725=
⋅
∑

gt RR

J

                                                                      (3-36)  

121)4005.0167(33.0)( 2 =⋅+⋅=⋅+=Φ vCFRR arTg                                   (3-37) 

Thus, from (14), the net engine torque is: 

121)725()/( +⋅=Φ+⋅= ∑ aRRJaT gtnet                                                (3-38) 

With the headway control law, the net torque is given by: 

121])([725 ++−+⋅=
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                                             (3-39) 

   However, in the implementation, if pa is dropped due to it being difficult to measure, and 

let K = 1800 N/m, C = 2000 N/s, for an initial velocity error 0.1 m/s for a 2-vehicles platoon, 
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the net torque is around 140 Nm. But if pa exist and is measurable, the torque would be 

much greater than this amount. Also, as this error increases, the torque required increases. 

From the control law, the torque required is inversely proportional to the headway. 

   If No terms in control (14) and (15) are dropped. This does not exclude the situation that 

some quantities may be estimated. For a measured signal c , due to measurement noise, 

some filters have to be used before it is fed into the controller. Filtering will cause some time 

delay and discrepancy )(cE f  compared to the nominal signal. Thus there is measurement 

error )(cEe  in practice [2]: 

)()()( cEcEcE fme +=
                                                                                      (3-40) 

 where mE  is the error caused by measurement itself. 

      Suppose npnete TTE −=  is the discrepancy. Because the controller is solved from (15), 

replacing netT  with enp ET +  in (14) leads to: 
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Therefore, due to a disturbance term with eE . Some boundary layer naturally results in 

practice. 
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CHAPTER 4: ANALYSIS AND SIMULATION 

 

4.1 Discrete-time control 

4.1.1 Z-Transform 

     The Z-transform converts a discrete time-domain signal, which is normally a sequence of 

real or complex number, into a frequency-domain representation. It can be considered as a 

discrete equivalent of Laplace transform and is a good method to find the how the sampling 

frequency would affect the spacing control. 

      Still assuming the lead acceleration pa  is available, from the differential equation, the 

transfer function can be found from (3-28): 

KsKCms
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X

X
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id

r

+⋅++
==

)(
)(

2 α
                                           (4-1) 

     In order to make it clear, K, C, m are given the values as K = 2000, C=1800, m=2148. 

Hence, the transfer function can be written as: 

                                               2000 

                    H(s) = -----------------------------------                                                                   (4-2) 

                               2148 s^2 + 2600 s + 2000 

To discretize this system using the triangle approximation with sample period Ts = 0.5 

second and 0.1 second. Then the Z transform function is given as: 

                                 0.0332 z^2 + 0.1136 z + 0.02451 

                    G(z)=    --------------------------------------------                                                       (4.3) 

                                           z^2 - 1.375 z + 0.546           

Sampling time: 0.5 
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0.001505 z^2 + 0.005841 z + 0.001417 

                     g(z) =      -----------------------------------------------------                                        (4-4) 

                                      z^2 - 1.877 z + 0.886 

Sampling time: 0.1  

     Then, comparing the continuous and discretized step responses in Matlab workspace will 

lead to the results in Fig 4.1 

           

 

 

 

 

 

 

 

        (a)  Ts=0.5 sec.                                                        (b)  Ts=0.1 sec. 

                    Fig 4.1 Comparison of Continuous and Discretized Step Responses 

 

      This open loop system has an overshoot about 10%. Also, the z transform exactly 

transfer the response to discrete values at the preset sampling period. In the modeling, the 

zero-order hold is usually used for creating discrete-time values, and often followed by a 

continuous system. 

      For stability issues, if the system gain is equal to 1, the closed loop system characteristic 

function for (4-3) is given by P(z) = 1+G(z) =0, which becomes: 

                       1.0332 z^2 -1.2614 z + 0.5705 = 0  

The roots of the characteristic function are found to be: 
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                       Z1= 0.6104 + 0.4237i,   Z2 = 0.6104 - 0.4237i 

Since |Z1|=|Z2|<1, the system is stable. 

       Using the same method, transfer function (4-4) will have two poles that: 

                       z1 = 0.9342 + 0.1155i,   z2 = 0.9342 - 0.1155i 

Since |z1|=|z2|<1, this system is stable too. 

 

4.1.2 Study on Digital Control System 

 

      Because, by using radar or lidar, the relative distance (i.e. following distance) and 

leading vehicle speed is measurable, there should be enough information to study on that 

how the update frequency of radar or lidar can affect the following distance.  

        A simplified closed-loop control system for transfer function (4.1) is shown in Figure 4.2. 

The system gain is preset to be 1 and the sampling periods for test are T1= 0.1 sec and T2 = 

0.5 sec. 

        

        

 

                 

 

                               Figure 4.2  Closed-loop Control System for (4-1) 

                               

     To model this system in Matlab/Simulink, Gh(s) and G(s) should be transferred to z-

domain. For sampling period at 0.1 sec. and 0.5 sec., the z transfer functions have already 

been given at (4.2) and (4.3). Therefore, the Simulink solution for this system can be found at 

Fig 4.3    
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                                  Figure 4.3  Simulink Solution for z-Transfer Functions 

 

There are two test groups of signal for simulation using different driving maneuvers. In 

both groups, the ideal following distance is calculated by the lead vehicle speed. 

 

Group 1  

The leading vehicle speed increases from 0 to 20 m/s in 20 sec. then keeps at this value 

for some time, and at last decelerate to stop.  

Group 2 

The leading vehicle keep at speed of 20 m/s for 50 sec. then suddenly stop in 3 mins. The 

simulation results are shown in Figure 4.4 
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                          Figure 4.4   2-vehicle Simulation with Different Sampling Period 
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        These simulations show the similar results for both sampling periods. The results 

proved that the discrete control system is equivalent to a type 1 system in the continuous 

domain. This conclusion is true because the original Laplace transfer function had been 

multiplied by term [1-e^(-Ts)]/s. Therefore, in Figure 4.4, when there is the ramp-function 

input, the error occurs. 

 

4.1 Longitudinal and Cruise Control Simulation 

 

       Figure 4-6 shows a simple illustration of an ACC controller in a vehicle. A lidar or radar 

is usually connected to the vehicle to measure the relative speed and relative distance. Its 

output is calibrated and subjected to signal conditioning before being converted into a digital 

signal. The digital signal is processed by the adaptive cruise control(ACC) system realized 

as a digital controller, whose output is then fed back again to the engine or brake system to 

control throttle angle or brake torque finally control the vehicular speed. 

 

 

 

 

 

 

                                 Figure 4.5  Speed and Headway Control Process 

 

        In this section, simulations of a four-car platoon under a closed loop control are 

presented. The mathematical model of the car is given by the two state car model (drop the  

air mass rate) described in section 3.1. The simulated speed, following distance, acceleration, 

and required torque results were presented in Figure 4.7 to Figure 4.9, and they are based 
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on the controller designed by impedance relations. The maneuver used in the simulation is a 

typical velocity profile from 0 to a cruise speed then decrease to a slower cruise speed. 

        Also the simulation a two-vehicle group using adaptive cruise control strategy is shown 

in Fig 4.10. This simulation was still based on the controller designed with impedance but it 

will have a simple switching law to switch the subject vehicle to CC or ACC regarding to the 

existence of the lead vehicle. 

 

 

 

 

 

  

 

 

 

 

 

 

 

                               

 

                           Figure 4.6   4-Car Platoon Simulation Results: Velocity 
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            Figure 4.7   4-Car Platoon Simulation Results: Following Distance and Errors 
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             Figure 4.8   4-Car Platoon Simulation Results: Net Torque & Acceleration 
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      In this simulation, all subject vehicles have the initial speed of 0 m/s. The lead vehicle 

start to move at (t = 0s) with an initial acceleration of 2 m/s^2. The subject vehicles start to 

accelerate at t = 0 too. The lead vehicle start to decelerate at t = 10 second and finally go to 

zero at 16 second. 

      Figure 4.6 shows the different speeds of 4 vehicles in this platoon. It shows that the 

speed error start to propagate along the platoon. When the desired speed tends to maintain 

a constant, the following speeds will start to approach the desired value. Therefore, the 

distance headway will reach a constant in steady state ideally. The Figure 4.7 shows that the 

following distance also tends to approach a constant when the speed is steady, but the 

distance errors are still not insignificant. Figure 4.8 shows the acceleration and net torque 

profile of 4 vehicles. The net torque of each vehicle matches the curves of acceleration. 

 

 

 

 

 

 

 

 

 

 

 

                               

 

                            Figure 4.9   Adaptive Cruise Control Simulation: Velocity 
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                 Figure 4.10   Adaptive Cruise Control Simulation: Following Distance 

 

            In this simulation, the subject car has a constant acceleration of 2 [m/s^2] from the 

beginning and a desired speed of 25 [m/s]. It starts to accelerate at t = 0 to reach the desired 

speed when there is no leading vehicle. After 10 seconds (t = 10s) a leader car cuts in front 

of the subject car only 3 m in distance. The desired following distance for the subject car is: 

                              . Since 3 m is much less than Xd at this point, the controller performs an 

emergency transition (skipping the CACC mode) from a conventional cruise control (CC) 

mode to a following mode (ACC). At t = 40s, the leader car moves out of the subject car's 

lane and the subject car transits back to CC mode and accelerates to its desired speed.  

       In Figure 4.9 and 4.10, the preceding acceleration (ap) was used as an input. The gains 

are same with the 4-car platoon simulation. It has the satisfactory results for speed control. 

Except for the errors that occurred when the lead car cuts in and left, the general errors are 

acceptable. But still it has noticeable distance errors under this control strategy. 

0.50.1 +⋅= vxd
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CHAPTER 5: CONCLUSIONS 

 

         An adaptive cruise control design based on the conceptual impedance relations has 

been proposed. A guidance model involving the spring and damper has been discussed. The 

controller leads to globally stable closed-loop systems. Due to the headway choice, which 

depends on an unknown state variable, i.e. subject vehicle speed, the stability of the closed-

loop system can not be determined directly. The transfer function of the system using 

distance headway as input and relative distance as output is used to discuss the stability 

issues. The distance headway depends on lead vehicle speed in general. However, if the 

preceding speed is constant, the distance headway approaches a constant too in steady 

state. This design can be implemented for ACC. In this thesis, a simple three states vehicle 

model was used to achieve this. 

      Also, this control law coupled with an impedance guidance model is discussed. This 

model uses relative speed and spacing measurements from the vehicle ahead only. The 

controller itself guarantees vehicle stability but this platoon system does not have good 

simulation results. The control system in discrete domain is discussed too. Using the z 

transform can discretize the continuous control system in to a digital control system. The 

response of the digital system is tested with two different signal groups. The simulation of 

different sampling periods shows the similar results and these results proved that this system 

in the discrete domain is equivalent to a type 1 system in the continuous domain. 

 5.1 Future Work 

 Based on the problems discussed in the previous sections, there are still a number of 

new challenges for this adaptive cruise control system. Some of these challenges are listed 

below:  

(1). Full implementation 
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The simulation of the control system with full implementation is crucial for testing the 

ability of ACC system. In order to make the proposed system work for real vehicle, the 

complete modeling for the target vehicle is required  

(2). Sampling effects 

The major problem with the use of sensors in practical control system is that the selection 

of the sampling frequency on the basis of system bandwidth will result in information loss 

due to sampling. Therefore, researches are needed to discuss how to lower this kind of 

losses 

(3). Sensor issues 

One way to reduce the ill-effects of sampling is using a very high sampling rate. However, 

a high sampling rate requires sensors with high update speed and computers with high 

computational speed. Thus, what sensor sampling frequency is appropriate for a particular 

vehicle is also a problem 
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