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Abstract

The massive scale of current and next-generation massively parallel processing (MPP) systems presents significant challenges related to fault tolerance. In particular, the standard approach to fault tolerance, application-directed checkpointing, puts an incredible strain on the storage system and the interconnection network. This results in overheads on the application that severely impact performance and scalability. The checkpoint overhead can be reduced by decreasing the checkpoint latency, which is the time to write a checkpoint file, or by increasing the checkpoint interval, which is the compute time between writing checkpoint files. However, increasing the checkpoint interval may increase execution time in the presence of failures. The relationship among the mean time to interruption (MTTI), the checkpoint parameters, and the expected application execution time can be explored using a model, e.g., the model developed by researchers at Los Alamos National Laboratory (LANL). Such models may be used to calculate the optimal periodic checkpoint interval. In this paper, we use the LANL model of checkpointing and thorough mathematical analysis we show the impact of a change in the checkpoint latency on the optimal checkpoint interval and the overall execution time of the application.

For checkpoint latencies, $\delta_1$ and $\delta_2$, and the corresponding optimal checkpoint intervals, $\tau_1$ and $\tau_2$, our analysis shows the following results: (1) For a given MTTI, if $\delta_1$ is greater than $\delta_2$, $\tau_1$ is greater than or equal to $\tau_2$. (2) When the checkpoint interval is fixed, a decrease in checkpoint latency results in a decrease in application execution time. (3) A reduction in checkpoint latency, from $\delta_1$ to $\delta_2$, and a corresponding change of the checkpoint interval from the optimal checkpoint interval associated with $\delta_1$, $\tau_1$, to that associated with $\delta_2$, $\tau_2$, translates to reduced application execution time when the difference between $\tau_1$ and $\tau_2$ exceeds a certain threshold value, which can be as large as 12% of $\tau_{opt}$.

In terms of application execution times, the approximation error of the optimal checkpoint interval is not significant. However, when we consider other performance metrics of the application, such as network bandwidth consumption and I/O bandwidth consumption, we conjecture that the information obtained by the analysis presented in this report could be of value in reducing resource consumption.

∗The University of Texas at El Paso
†IBM TJ Watson Research Center
‡Sandia National Laboratories
1 Introduction

Modern high-end massively parallel processing (MPP) systems have tens of thousands of processors [3, 22], and next-generation systems are expected to have in excess of one-hundred thousand processors. These systems are designed specifically to support scientific applications that simulate fusion [?], combustion [19], climate [2], and other phenomena that require tremendous computing resources to provide scientists with useful insights in a reasonable amount of time. The massive scale of these systems translates into an increase in the expected number of failures per time period. This imposes new challenges related to fault tolerance.

Checkpointing is one of the most commonly used fault tolerance mechanisms. It introduces an overhead that augments application execution time – the overhead is dependent on checkpoint file size, checkpoint frequency, and system parameters, such as storage bandwidth and network bandwidth. Applications executed on MPP systems have extremely large data sets and, thus, large checkpoint files. As a result, the overhead associated with writing these files can impact application performance and scalability [11]. Since application scalability is an important issue for MPP systems, techniques that reduce checkpoint overhead are valuable. Research in this area focuses on three related topics: improvement of system reliability, i.e., increased mean time to interruption (MTTI), reduction of the total number of checkpoints, and reduction of the latency of the checkpointing operation. While there is much to be done to improve reliability, the focus of this paper is on the latter two topics in the context of periodic checkpointing. Given the checkpointing parameters such as checkpoint latency and MTTI, Daly’s model [4], [5], [6], provides a method for computing the optimal checkpoint which is associated with the optimal execution time. The choice of a checkpoint interval influences the number of checkpoint operations performed during an application’s execution. Complementary work by Oldfield proposes the use of a combination of a lightweight storage architecture [13] and overlay network [9] to reduce checkpoint latency.

Consider a situation where the checkpoint latency decreases from \( \delta_1 \) to \( \delta_2 \). Assuming that Daly’s optimal checkpoint interval is used to guide the selection of the periodic checkpoint interval, the decrease in checkpoint latency triggers a series of questions relevant to computational scientists:

1. Is the optimal checkpoint interval, \( \tau_2 \), that corresponds to the decreased checkpoint latency, \( \delta_2 \), greater or less than the current optimal checkpoint interval, \( \tau_1 \)? Proposition 1 claims that \( \tau_2 \) will be less than or equal to \( \tau_1 \). In general, the proposition claims that the optimal checkpoint interval is a non-decreasing function of checkpoint latency.

2. If we choose not to change the checkpoint interval to the new optimal checkpoint interval, \( \tau_2 \), can we still achieve a decrease in the expected execution time? Claim 5.1 asserts that this is true and it quantifies the decrease in the expected execution time.

3. What happens if the checkpoint interval is changed from \( \tau_1 \) to \( \tau_2 \)? Are we always guaranteed to decrease the expected execution time? A computational scientist can find the answer to this question by using Daly’s execution time model to compute and compare the expected execution times corresponding to \((\delta_2, \tau_2)\) and \((\delta_2, \tau_1)\). Since \( \tau_2 \) is the optimal checkpoint interval corresponding

---

1 An application “checkpoint” is data that represents a consistent state of the application that can be saved and then, in the event of a failure, restored and used to resume execution at the saved state. A checkpoint is generally stored to persistent media (e.g., a file system).
to $\delta_2$, we expect that, for every $\tau_1 \neq \tau_2$, the expected execution time corresponding to $(\delta_2, \tau_2)$ is less than the expected execution time corresponding to $(\delta_2, \tau_1)$. But, this is not always true. Surprisingly, there are values of the checkpoint interval, $\tau_3$, which are less than $\tau_2$, for which the expected execution time corresponding to $(\delta_2, \tau_2)$ is greater than that corresponding to $(\delta_2, \tau_3)$. As stated by [4], the reason for this is that $\tau_2$ is an approximation of the real optimal checkpoint interval. Section 5.1 details issues concerning execution time of checkpointing applications that arise naturally in this context.

4. The error of approximation of the optimal checkpoint interval is less than or equal to $6\%$ as stated in [4]. With this information, can we identify all values of $\tau_3$ for which this anomalous behavior occurs? To answer this question, we first need to know if the approximation to the optimal checkpoint interval is

(a) always less than the real optimal checkpoint interval;
(b) always greater than the real optimal checkpoint interval; or
(c) unpredictable and could be either greater or less than the real optimal checkpoint interval.

5. Proposition 2 shows that an optimal checkpoint interval, $\tau_{opt}$, computed using the expression derived from Daly’s checkpointing model, is always less than the real optimal checkpoint interval, $\tau_{real}$. As illustrated in Figure 4, the values with the aforementioned behavior, $\tau_3$, are in the range $\tau_{opt} < \tau_3 < (\tau_{opt} + \alpha)$.

6. The next natural question is: Referring to point 5, how large can $\alpha$ get? Section 5.2 demonstrates that $\alpha$ can be as large as $12\%$ of $\tau_{opt}$, which is consistent with the error bounds of the model.

7. Is $12\%$ of $\tau_{opt}$ a good estimate of $\alpha$? Do we have an alternate way of computing $\alpha$? Theorem 1 presents an expression for an approximation of $\alpha$, which we know is always larger than $\alpha$. Section 5.3 presents empirical data that compares the two methods of estimating $\alpha$. Our observation is that, for the sample set presented, the closed form expression for $\alpha$ is better than the $12\%$ heuristic.

Thus, as indicated above, this paper answers these questions. Accordingly, it produces the information required by a computational scientist to understand the effect of a decrease in checkpoint latency on the optimal checkpoint interval and application execution time. The paper is organized as follows. In the next section, we present background material. Section 3 presents Daly’s function for calculating the optimal periodic checkpoint interval. Section 4 and Section 5 present a thorough mathematical analysis of Daly’s function and in doing so determine the impact of a decrease in checkpoint latency on the optimal checkpoint interval and application execution time, respectively. Finally, we present a summary, conclusions, and future work in Section 6.

2 Background and Related Work

Checkpointing is primarily done by application programmers, who base the times at which to checkpoint on their knowledge of their applications. At a checkpoint, enough data is stored to enable the application, in the event of a failure, to resume execution at the saved state.
A recent paper by Oliner, Rudolph, and Sahoo [14] presents the idea of cooperative checkpointing, which uses runtime knowledge of system conditions to skip application-directed checkpoints. System conditions can include application interference, contention at the storage system, and network contention. This permits the flexibility to handle non-exponential failure distributions and to provide scalability with increasing failure rates and checkpointing latencies.

Then there are several techniques that target the reduction of checkpoint overhead, i.e., the time added to application execution time as a result of checkpointing. Some of these techniques are meant to hide some of the checkpoint latency and, thus, reduce checkpoint overhead. Copy-on-write checkpoint algorithms take advantage of the low-latency of memory; they copy checkpoint data to a separate memory address space via virtual-memory, page-protection hardware. Once a memory-to-memory transfer is complete, the checkpoint data are saved to stable storage while application execution continues. Copy-on-write algorithms can be improved by adding a buffering capability to enable the overlapping of memory-to-memory transfers of checkpoint data and the writing of the data to stable storage [10]. Although copy-on-write implementations slightly increase checkpoint latency, they decrease checkpoint overhead [7]. Since applications executing on MPP systems use large fractions of the available memory, copy-on-write and checkpoint-to-memory approaches [17] are not suitable for such systems.

The following techniques explicitly target the reduction of checkpoint latency. The use of RAID techniques has been proposed to store coordinated checkpoint data more efficiently [16]. RAID-inspired techniques, such as checkpoint mirroring, N+1 parity, and Reed-Solomon coding, are aimed at minimizing the impact of checkpointing on shared resources, e.g., I/O and network bandwidth, and on reducing checkpoint latency and recovery time [23]. Incremental checkpointing aims at reducing the size of checkpoint data by saving only the memory that has been touched since the last checkpoint operation. Page-based incremental checkpointing requires paging support from hardware and the operating system. Page-based techniques might not scale well on large MPP systems since even if only one bit in a page changes, the entire page must be saved; also, paging is not implemented on many MPP systems. Hash-based, as opposed to page-based, techniques are able to identify bytes changed in a page. This feature is used in [1] to propose an adaptive incremental checkpointing algorithm that aims at minimizing the amount of checkpoint data saved to stable storage. This algorithm uses a secure hashing function to dynamically identify a block corresponding to the approximate number of bytes changed in memory.

Current “in-practice” implementations of periodic checkpointing, such as “checkpoint to disk”, are becoming impractical on high-end MPP systems due to extremely long checkpoint latencies [12]. The long latencies are due to the sheer volume of data that needs to be saved periodically and the limited system I/O bandwidth. In addition, as the number of processors increases (a trend in high-end MPP systems), the probability of a processor failure increases. This, in turn, demands more frequent checkpointing.

Several models that define the optimal checkpoint interval have been proposed in the literature. Young proposed a first-order model that defines the optimal checkpoint interval in terms of checkpoint overhead and mean time to interruption (MTTI). Young’s model does not consider failures during checkpointing and recovery [25], while Daly’s extension of Young’s model, a higher-order approximation, does [6]. In addition to considering checkpoint overhead and MTTI, the model discussed in [21] includes sustainable I/O bandwidth as a parameter and uses Markov processes to model the optimal checkpoint interval. The model described in [15] uses useful work, i.e., computation that contributes to job completion, to measure system performance. The authors claim that Markov models are not sufficient to model useful work and propose the use of Stochastic Activity Networks (SANs) to model coordinated checkpointing.
for large-scale systems. Their model considers synchronization overhead, failures during checkpointing and recovery, and correlated failures. This model also defines the optimal number of processors that maximize the amount of total useful work. Vaidya models the checkpointing overhead of a uniprocess application. This model also considers failures during checkpointing and recovery [24]. To evaluate the performance and scalability of coordinated checkpointing in future large-scale systems, [8] simulates checkpointing on several configurations of a hypothetical petaflop system. Their simulations consider the node as the unit of failure and assume that the probability of node failure is independent of its size, which is overly optimistic.

We use Daly’s model of checkpointing to compute application execution time and the optimal checkpoint interval. This model assumes an exponential failure distribution. There is literature stating that system failures do not generally have an exponential distribution [20, 14, 18]. However, in modeling the execution time, the failure distribution considered needs to be valid only for the duration of the application run and not for the lifetime of the system. Therefore, in this context we believe that the assumption of an exponential failure distribution is valid.

3 Daly’s Checkpoint Model

John Daly constructed a detailed model of wall clock application execution time on a computer system that exhibits Poisson single component failures [4], [5], [6]. In the model, execution time includes the time to perform checkpoints and the time to redo the work performed between the last checkpoint and a failure, i.e., rework time. For long-running applications, the execution time \( T \) is:

\[
T = M e^{R/M} \left( e^{(\tau + \delta)/M} - 1 \right) \frac{T_s}{\tau} \quad \text{for} \quad \delta << T_s, \tag{1}
\]

where

\[
\begin{align*}
T_s &= \text{Time spent doing actual computation of the application}, \\
\tau &= \text{Time between checkpoints, i.e., checkpoint interval}, \\
\delta &= \text{Time to output a checkpoint/restart file, i.e., checkpoint latency}, \\
M &= \text{Mean time to interruption (MTTI) of the system, and} \\
R &= \text{Rework time.}
\end{align*}
\]

By minimizing the application execution time in Equation 1, Daly in [6] derives the following approximation for the optimal checkpoint interval, \( \tau_{opt} \), which depends on the time required for a checkpoint operation, i.e., the checkpoint latency, \( \delta \), and its relationship to the mean time to interruption (MTTI) of the system, \( M \).

\[
\tau_{opt} = \begin{cases} 
\frac{\sqrt{2\delta M}}{M} \left[ 1 + \frac{1}{3} \left( \frac{\delta}{2M} \right)^{1/2} + \frac{1}{9} \left( \frac{\delta}{2M} \right) \right] - \delta & \text{for} \quad \delta < 2M \\
\frac{\sqrt{2\delta M}}{M} \left[ 1 + \frac{1}{3} \left( \frac{\delta}{2M} \right)^{1/2} \right] & \text{for} \quad \delta \geq 2M
\end{cases} \tag{2}
\]

Next, Section 4 explores the properties of Daly’s equations. In particular, it analyzes the impact of the checkpoint latency and the length of the checkpoint interval on the wall clock execution time of a long-running application.
4 The Optimal Checkpoint Interval

Examination of Equation 2 does not reveal whether or not the optimal checkpoint interval, $\tau_{opt}$, always decreases with a reduction in checkpoint latency, $\delta$. As illustrated in Figure 1, the equation consists of three terms that are monotonically increasing functions of $\delta$ and a single term that is a monotonically decreasing function of $\delta$. From inspection, it is not clear which of these terms dominates in the various subranges of $\delta$. In order to determine this, we examine the plot in Figure 2. This is a plot of $\tau_{opt}$ versus $\delta$, i.e., checkpoint latency, for a specific value of MTTI, $M = 8$. In this case, $\tau_{opt}$ is a non-decreasing function of checkpoint latency. A follow-on question is: If we were to plot $\tau_{opt}$ as a function of $\delta$ for a value of $M$ other than 8, would it still be a non-decreasing function? Proposition 1 states that this is indeed the case. Thus, a decrease in the value of checkpoint latency (e.g., using overlay networks and intermediate I/O nodes) results in a reduction of the optimal checkpoint interval.

Proposition 1. For a given value of $M$, consider $\delta_1, \delta_2 \geq 0$. Let $\tau_1$ and $\tau_2$ be the corresponding optimal checkpoint intervals computed using Daly’s checkpointing model, i.e., $\tau_1 = \tau_{opt}(\delta_1)$ and $\tau_2 = \tau_{opt}(\delta_2)$. If $\delta_1 < \delta_2$ then $\tau_1 \leq \tau_2$.

Proof. Since the proposition is conditioned on a fixed value of $M$, for this proof we can consider $\tau_{opt}$ to be a function of a single variable, $\delta$. Proposition 1 is equivalent to the statement "$\tau_{opt}(\delta)$ is a non-decreasing function of $\delta$". Appendix A shows that $\tau_{opt}(\delta)$ is a non-decreasing function of $\delta$ thereby proving Proposition 1.

For values of checkpoint latency, $\delta$, in the range $0 \leq \delta < 2M$, the implications of this result appear counter-intuitive. It may seem strange that the modeled optimal checkpoint interval decreases with a decrease in the checkpoint latency, thus, making the checkpoint process more efficient implies that we need to checkpoint more often. In contrast, it is common to believe that to decrease the checkpoint overhead and, thus, execution time, one must increase the time between checkpoints. This is further explored below.
5 Consequence of Reduction in Checkpoint Latency on Application Execution Time

This section addresses a question that might be of interest to a computational scientist: Given a new technology that reduces the checkpoint latency from $\delta_1$ to $\delta_2$, will using the optimal checkpoint interval associated with $\delta_2$, $\tau_2$, in lieu of the optimal checkpoint interval associated with $\delta_1$, $\tau_1$, lead to improved execution time? To determine whether or not to switch to $\tau_2$, one of the factors that must be considered is its effect on the wall-clock execution time of the application. This issue is addressed in the remainder of this section. Theorem 1 states that the expected application execution time corresponding to $\tau_2$ is less than that corresponding to $\tau_1$, when the difference between $\tau_1$ and $\tau_2$ exceeds a certain threshold. The theorem provides an expression to compute the threshold value. We show that this threshold value can be as large as 12% of $\tau_{opt}$.

Below, the execution time model used is Equation 1. As a reference, let us fix an arbitrary application $A$ with a solution time, $T_s$ such that $T_s >> \delta$ for all relevant values of $\delta$. Accordingly, in the remainder of this section, whenever we refer to execution time, we mean the execution time of application $A$ executing with the specified checkpoint parameters.

5.1 Problem Definition

Consider a system with an MTTI, $M$, and a checkpoint latency, $\delta_1$, such that $\delta_1 < 2M$. Let the current checkpoint interval, $\tau_1$, be the optimal checkpoint interval corresponding to $\delta_1$, i.e., $\tau_1 = \tau_{opt}(\delta_1)$. Let the execution time of application $A$ under the stated checkpoint conditions be $T_1$. Assume that a more efficient checkpointing process is introduced and, as a result, the checkpoint latency is reduced from $\delta_1$ to $\delta_2$, where $\delta_2 = \delta_1 - \epsilon$ and $\epsilon > 0$.

Claim 5.1. If $T'_1$ is the expected execution time of application $A$ executing with checkpoint latency $\delta_2$ and checkpoint interval $\tau_1$, then $T'_1 < T_1$.

Proof. This claim can be verified by inspecting the expression for application execution time,

$$T = Me^{R/M} \left( e^{(\tau+\delta)/M} - 1 \right) \frac{T_s}{\tau}.$$

For a given $\tau$ and a given $M$, reducing $\delta$ reduces the the exponent and, therefore, reduces the expected execution time. The difference in the values of the expected execution times is given by

$$T_1 - T'_1 = T_1(1 + K)(1 - e^{-\epsilon/M})$$

where $K = T_s Me^{(R/M)} / \tau_1$.

Now, let $\tau_2$ be the optimal checkpoint interval corresponding to $\delta_2$, i.e., $\tau_2 = \tau_{opt}(\delta_2)$. Both $\tau_1$ and $\tau_2$ are computed using Equation 2. Claim 5.1 showed that assuming the same checkpoint interval for both executions, the expected application execution time decreases with a decrease in checkpoint latency, i.e., from $\delta_1$ to $\delta_2$. The next question is: Can we reduce the execution time further by using a different value of checkpoint interval, e.g., using the new optimal checkpoint interval?
Figure 3. If $\tau_2$ greater than $\tau_{real}$

Figure 4. $\tau_2$ smaller than $\tau_{real}$

Suppose $\tau_2$ is the optimal checkpoint interval that minimizes the execution time for $\delta_2$, then for the given set of checkpoint parameters, using a checkpoint interval of $\tau_2$ should result in the minimum achievable value of expected execution time. However, as stated in [6], $\tau_{opt}$ is an approximation of the optimal checkpoint interval. In general, an approximate optimal value can be expected to be larger or smaller than the real optimal value as illustrated in Figures ??.

In the context of our discussion, suppose that $\tau_2$ is larger than the real optimal checkpoint interval, $\tau_{real}$, as shown in Figure 3. Then switching the checkpoint interval from $\tau_1$ to $\tau_2$ leads to a decrease in expected execution time. On the other hand, as illustrated in Figure 4, if $\tau_2$ is less than $\tau_{real}$, then for values of checkpoint interval, $\tau_r$, lying in the range $(\tau_2 < \tau_r < (\tau_2 + \alpha))$, the expected execution time increases if we switch the checkpoint interval from $\tau_r$ to $\tau_2$. Thus if $\tau_1$, $\tau_2$, and $\alpha$ are such that $(\tau_2 < \tau_1 < (\tau_2 + \alpha))$ then, switching the checkpoint interval from $\tau_1$ to $\tau_2$ increases the expected execution time.

Proposition 2. For any value of MTTI, $M$, and $\delta$ such that $0.01 \leq \frac{\delta}{2M} < 1$, the value of the optimal checkpoint interval computed using Equation 2 is less than the real optimal checkpoint interval.

Proof. The proof appears in Appendix A.

5.2 A First Estimate of the Value of $\alpha$

The proof of Proposition 2 shows that in reality, as shown in Figure 4, $\tau_2$ is always smaller than $\tau_{real}$. This leads us to the next question: What is the smallest value of checkpoint interval, $\tau'$, such that ($\tau' > \tau_{opt}$) and $T(\tau_{opt}) = T(\tau')$, i.e., $\tau' - \tau_{opt} = \alpha$? Again, referring to Figure 4, in essence, this question reduces to: What is the value of $\alpha$?

A first estimate of the value of $\alpha$ is

$$\alpha \simeq 2 * E * \tau_{real},$$

where $E$ is an upper bound on the relative error of the optimal checkpoint interval computed using Equation 2. According to [4], $E \leq 0.059$, i.e.,
\[ E = \frac{|\tau_{\text{real}} - \tau_{\text{opt}}|}{\tau_{\text{real}}} < 0.059. \]

When \( 0.01 \leq \frac{\delta}{2M} < 1 \), we know that \( \tau_{\text{real}} > \tau_{\text{opt}} \) and
\[ E = \frac{\tau_{\text{real}} - \tau_{\text{opt}}}{\tau_{\text{real}}} < 0.059. \]

Accordingly, our first estimate of the value of \( \alpha \) is
\[ \alpha \simeq 0.12 * \tau_{\text{real}} \]

Since we do not know the value of \( \tau_{\text{real}} \), we would like to express the value of \( \alpha \) as a fraction of \( \tau_{\text{opt}} \). In the context of our discussion, we know that \( \tau_{\text{real}} > \tau_{\text{opt}} \) and, therefore, \( \alpha \simeq E' * \tau_{\text{opt}} \), where \( E' > 0.12 \), i.e., the value of \( \alpha \) can get as large as 12 percent of \( \tau_{\text{opt}} \).

The value of \( \alpha \) can be computed using Lambert W function. Although there are mathematical packages like MATLAB and Maple that provide Lambert W function, not all math calculators provide this function as an elementary function. Besides we were curious to see if a closed form expression for an approximation of \( \alpha \) in terms of elementary functions of the other parameters could possibly provide additional insights. The following theorem presents a closed form expression for an approximation of \( \alpha \). The value of the estimate thus obtained is always greater than the value of \( \alpha \) and it is independent of the approximation error of \( \tau_{\text{opt}} \).

**Theorem 1.** For a given value of MTTI, \( M \), consider checkpoint latencies, \( \delta_1 \) and \( \delta_2 \), such that \( \delta_2 = \delta_1 - \epsilon \) and \( \epsilon > 0 \). Let \( \tau_1 \) and \( \tau_2 \) be the optimal checkpoint intervals corresponding to \( \delta_1 \) and \( \delta_2 \), respectively. When the checkpointing latency is \( \delta_2 \), let \( T_1 \) and \( T_2 \) be the expected execution times associated with checkpoint intervals \( \tau_1 \) and \( \tau_2 \), respectively. Then,
\[ (T_2 < T_1) \text{ if } \left( \tau_1 - \tau_2 \right) > \left( \frac{2M}{\tau_2} \left( (M - \tau_2) - Me^{-(\tau_2 + \delta_2)/M} \right) \right). \]

**Proof.** From Equation 1,
\[ T_1 = Me^{R/M} (e^{(\tau_1 + \delta_2)/M} - 1) \frac{T_s}{\tau_1} \]
and
\[ T_2 = Me^{R/M} (e^{(\tau_2 + \delta_2)/M} - 1) \frac{T_s}{\tau_2}. \] (3)

Due to Proposition 1, we know that \( \tau_1 \geq \tau_2 \) and \( \tau_1 = \tau_2 + \gamma \), where \( 0 \leq \gamma < (M - \tau_1) \). We would like to know what values of \( \gamma \) satisfy the inequality \( T_2 < T_1 \).
\[ (T_2 < T_1) \Rightarrow \left( \frac{T_1}{T_2} > 1 \right) \Rightarrow \left( \frac{Me^{R/M} (e^{(\tau_1 + \delta_2)/M} - 1) \frac{T_s}{\tau_1}}{Me^{R/M} (e^{(\tau_2 + \delta_2)/M} - 1) \frac{T_s}{\tau_2}} > 1 \right). \] (4)
Figure 5. Example with $\alpha = 12.6\%$ of $\tau_{opt}$. 

- $\delta = 96$ min
- $M = 50$ min
- $R = 100$ min
- $Ts = 500$ h
In the expression for $T_1$ in Inequality 4, substituting $\tau_2 + \gamma$ for $\tau_1$ and simplifying, we obtain

$$\tau_2 e^{(\tau_2 + \delta_2)/M} (e^{\gamma/M} - 1) > \gamma (e^{(\tau_2 + \delta_2)/M} - 1).$$

(5)

The Taylor series expansion for $e^{\gamma/M}$ is

$$e^{\gamma/M} = 1 + \frac{\gamma}{1!} \cdot \frac{1}{M} + \frac{\gamma^2}{2!} \cdot \frac{1}{M^2} + \frac{\gamma^3}{3!} \cdot \frac{1}{M^3} + \ldots$$

Substituting this series for $e^{\gamma/M}$ in Inequality 5 we get

$$\tau_2 e^{(\tau_2 + \delta_2)/M} \left( \frac{1}{1!} \cdot \frac{\gamma}{M} + \frac{1}{2!} \cdot \frac{\gamma^2}{M^2} + \frac{1}{3!} \cdot \frac{\gamma^3}{M^3} + \ldots \right) > \gamma \left( e^{(\tau_2 + \delta_2)/M} - 1 \right)$$

(6)

Since $0 \leq \gamma < (M - \tau_1)$ and $\frac{\gamma}{M} < 1$, the Taylor’s series expansion of $e^{\gamma/M}$ converges and is bounded by $\frac{M}{M - \gamma}$. Considering terms up to the quadratic term in the Taylor’s series and ignoring higher order terms and simplifying, we find values of $\gamma$ that satisfy $T_2 < T_1$ are given by

$$\gamma > \frac{2M}{\tau_2} \left[ (M - \tau_2) - M e^{-(\tau_2 + \delta_2)/M} \right]$$

(7)

Thus,

$$(T_2 < T_1) \text{ if } \gamma > \left( \frac{2M}{\tau_2} \left[ (M - \tau_2) - M e^{-(\tau_2 + \delta_2)/M} \right] \right).$$

In obtaining the expression for $\gamma$ in the above theorem, a truncation error is introduced because we consider the first three terms of taylor's series expansion and ignore the rest of the terms. The consequent error in the estimated value of $\alpha$, is bounded by $(0.0024\gamma) + (0.0048M)$ as shown in the Appendix.

5.3 Comparison of the Two Estimates of $\alpha$

So far, we have presented two methods of obtaining approximations of $\alpha$ both of which are known to be greater than the real value;

- the 12% heuristic
- the expression given by Theorem 1

For a few sample values of checkpoint latencies and MTTIT, Table 5.3 provides estimates of $\alpha$ obtained using the two methods. In most cases, the 12% heuristic yields higher values than the analytical expression. Considering that $\gamma$ of Theorem 1 is an upper bound of $\alpha$, it follows that the error in the estimate of the 12% heuristic is larger than the error when $\gamma$ is used as an approximate value of $\alpha$. In the table, there is one sample with a checkpoint latency of 96 minutes and the value of MTTI of 50 minutes. In this case, the 12% heuristic yields a value of 5.33 and the value of $\gamma$ is 5.75. This is the only case where the 12% heuristic yields a smaller value than $\gamma$. In this case, the value of $\alpha$ is 5.8.

Our observation, based on empirical evidence from a larger sample, is that in almost all cases the 12% heuristic has a higher error of approximation than $\gamma$. The only cases where the approximation error of the 12% heuristic is likely to be small is for values of checkpoint latency less than $2M$ and extremely close to it.
Checkpointing puts a strain on the storage system and the interconnection network, and results in overheads on the application that severely impact performance and scalability. These are critical issues particularly in current and next-generation MPP systems.

Recent work in the area indicates a trend towards adaptation of checkpointing. Just as failure distributions and system conditions may vary over time, so do other factors critical to checkpoint latency – they may change either during an application’s execution or among application executions. Such factors include the amount of data to checkpoint (consider mixing full and differential checkpointing) and the capacity of the memory hierarchy available for staging checkpoint data. Given these variables, our future work is focused on dynamically determining the checkpoint interval. This paper provides a foundation for work in that direction.

An important observation related to this work is that although error bound in computing the optimal checkpoint interval is nearly 6%, the resulting execution time is only 1.5% higher than the minimum execution time. So, in terms of just the execution times, the approximation error of the optimal checkpoint interval is not significant. However, we conjecture that the information obtained by the analysis presented in this report could be of significance when we consider other performance metrics of the application, such as network bandwidth consumption and I/O bandwidth consumption. Currently we are exploring this direction of research.

6 Summary, Conclusions, and Future Work

Table 1. Comparison of the two estimates of $\alpha$, $\gamma$, and the 12% heuristic

<table>
<thead>
<tr>
<th>Checkpoint Latency</th>
<th>MTTI</th>
<th>Optimal Checkpoint Interval</th>
<th>$\gamma$</th>
<th>Estimate Using 12% Heuristic</th>
<th>Difference in Terms of % of $\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10</td>
<td>6.94</td>
<td>0.08</td>
<td>0.83</td>
<td>978</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>11.01</td>
<td>0.04</td>
<td>1.32</td>
<td>3345</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>19.15</td>
<td>0.02</td>
<td>2.3</td>
<td>15043</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>28.38</td>
<td>0.01</td>
<td>3.41</td>
<td>45056</td>
</tr>
<tr>
<td>6</td>
<td>3.5</td>
<td>3.10</td>
<td>0.32</td>
<td>0.37</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>16.19</td>
<td>0.12</td>
<td>1.94</td>
<td>1475</td>
</tr>
<tr>
<td>20</td>
<td>15</td>
<td>12.98</td>
<td>0.83</td>
<td>1.56</td>
<td>87</td>
</tr>
<tr>
<td>20</td>
<td>50</td>
<td>32.38</td>
<td>0.25</td>
<td>3.89</td>
<td>1475</td>
</tr>
<tr>
<td>25</td>
<td>40</td>
<td>29.61</td>
<td>0.48</td>
<td>3.55</td>
<td>633</td>
</tr>
<tr>
<td>96</td>
<td>50</td>
<td>44.43</td>
<td>5.75</td>
<td>5.33</td>
<td>-7</td>
</tr>
<tr>
<td>45</td>
<td>25</td>
<td>22.18</td>
<td>2.53</td>
<td>2.66</td>
<td>5</td>
</tr>
<tr>
<td>70</td>
<td>40</td>
<td>35.44</td>
<td>3.82</td>
<td>4.25</td>
<td>11.34</td>
</tr>
<tr>
<td>120</td>
<td>65</td>
<td>57.71</td>
<td>6.91</td>
<td>6.93</td>
<td>0.22</td>
</tr>
</tbody>
</table>
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A Appendix

Theorem 2. For any given value of $M \in \mathbb{R}^+$, the function $\tau_{opt}(\delta)$ is non-decreasing for $\delta \in \mathbb{R}^+$, where $\tau_{opt}$ is computed using Daly’s function for the optimal checkpoint interval.

Proof. Daly’s analytical model for the optimal checkpoint interval, $\tau_{opt}$, is a function of two variables, $\delta$ and $M$. Since the theorem states a property of $\tau_{opt}$ for a given value of $M$, we can consider $M$ to be a constant and, thus, $\tau_{opt}$ becomes a function of a single variable, $\delta$.

As shown below, Daly’s model for the optimal checkpoint interval, $\tau_{opt}$, is a piecewise-defined function in two disjoint intervals, interval $I_1 = [0, 2M)$ and interval $I_2 = [2M, \infty)$.

$$\tau_{opt}(\delta) = \begin{cases} \tau_{i1}(\delta) & 0 \leq \delta < 2M \\ \tau_{i2}(\delta) & \delta \geq 2M, \end{cases}$$

where $\tau_{i1}$ and $\tau_{i2}$ are defined as

$$\tau_{i1}(\delta) = \left(\sqrt{2M\delta} \left[ 1 + \frac{1}{3} \left( \frac{\delta}{2M} \right)^{1/2} + \frac{1}{9} \left( \frac{\delta}{2M} \right) \right] - \delta \right), \quad 0 \leq \delta < 2M$$

$$\tau_{i2}(\delta) = M \quad \delta \geq 2M.$$  

(8)  

(9)

It can be verified that $\tau_{opt}(\delta)$ is a non-decreasing function of $\delta$ if the following conditions are satisfied simultaneously:

1. $\tau_{i1}(\delta)$ is a non-decreasing function of $\delta$.
2. $\tau_{i2}(\delta)$ is a non-decreasing function of $\delta$.
3. $\tau_{i2}(2M)$, the value of $\tau_{i2}(\delta)$ evaluated at $\delta = 2M$, is an upper bound of $\tau_{i1}$.

We use simple calculus to prove that $\tau_{i1}(\delta)$ and $\tau_{i2}(\delta)$ are non-decreasing functions of $\delta$.

Claim A.1. $\tau_{i1}(\delta)$ is a non-decreasing function of $\delta$.

Proof. This can be proven by showing that $\frac{d(\tau_{i1})}{d\delta} \geq 0$. From Equation 8,

$$\frac{d(\tau_{i1})}{d\delta} = \frac{d}{d\delta} \left( \sqrt{2M\delta} \left[ 1 + \frac{1}{3} \left( \frac{\delta}{2M} \right)^{1/2} + \frac{1}{9} \left( \frac{\delta}{2M} \right) \right] - \delta \right).$$

Expanding the numerator and applying the derivative, we get

$$\frac{d(\tau_{i1})}{d\delta} = \frac{d}{d\delta} \left( \sqrt{2M\delta} + \frac{1}{9} \sqrt{\frac{\delta}{2M}} - \frac{2}{3} \delta \right) = \frac{1}{2} \sqrt{\frac{2M}{\delta}} + \frac{3}{18} \sqrt{\frac{\delta}{2M}} - \frac{2}{3}. \quad (10)$$
Since \( \delta < 2M \implies \left( \sqrt{\frac{2M}{\delta}} > 1 \right) \), we simplify Equation 10 by letting \( \sqrt{\frac{2M}{\delta}} = 1 + \epsilon \), where \( \epsilon > 0 \).

Accordingly, Equation 10 becomes

\[
\frac{d(\tau_{i1})}{d\delta} = \frac{1}{2} (1 + \epsilon) + \frac{1}{6(1 + \epsilon)} - \frac{2}{3}
\]

\[
= \frac{1}{2} + \frac{\epsilon}{2} + \frac{1}{6(1 + \epsilon)} - \frac{2}{3}
\]

\[
= \frac{\epsilon}{2} + \frac{1}{6(1 + \epsilon)} - \frac{1}{6}
\]

\[
= \frac{3\epsilon(1 + \epsilon) + 1 - (1 + \epsilon)}{6(1 + \epsilon)}
\]

\[
= \frac{3\epsilon^2 + 2\epsilon}{6(1 + \epsilon)}.
\]

Since \( \epsilon > 0 \) and there are no other negative values in the equation, \( \frac{d(\tau_{i1})}{d\delta} > 0 \) and, thus, \( \tau_{i1}(\delta) \) is a non-decreasing function of \( \delta \).

\[\square\]

**Claim A.2.** \( \tau_{i2}(\delta) \) is a non-decreasing function of \( \delta \).

**Proof.**

\[
\frac{d(\tau_{i2})}{d\delta} = \frac{d(M)}{d\delta} = 0.
\]

Accordingly, \( \tau_{i2}(\delta) \) is a non-decreasing function of \( \delta \).

\[\square\]

**Claim A.3.** \( \tau_{i2}(2M) \) is an upper bound of \( \tau_{i1} \). Accordingly,

**Proof.** Claim A.1 proves that \( \tau_{i1} \) is an increasing function of \( \delta \). \( \tau_{i1}(\delta) \) is defined for \( \delta \) in the semi-open interval \([0, 2M)\). This implies that the value obtained by extrapolating \( \tau_{i1}(\delta) \) to \( \delta = 2M \) is an upper bound of \( \tau_{i1} \). The extrapolated value is

\[
\sqrt{2M} * 2M \left[ 1 + \frac{1}{3} + \frac{1}{9} \right] - 2M = \frac{8M}{9}.
\]

Since \( \frac{8M}{9} < M \) and \( \tau_{i2}(2M) = M \), \( \tau_{i2}(2M) \) is an upper bound of \( \tau_{i1} \).

\[\square\]

The above three proven claims together imply that \( \tau_{opt}(\delta) \) is a non-decreasing function of \( \delta \) for any given value of \( M \).

\[\square\]

**Theorem 3.** For every value of MTTI such that \( M > 0 \) and every value of checkpoint latency, \( \delta \), such that \( 0.01 \leq \frac{\delta}{2M} < 1 \), the value of the optimal checkpoint interval, computed using Equation 2, is less than or equal to the real optimal checkpoint interval.
Proof. For ease of representation in the context of this proof, let us define an ordered pair of values \(< V_1, V_2 >\) as a valid pair if \(0.02 \times V_1 \leq V_2 < 2 \times V_1\). Given a valid pair of values of MTTI, \(M\), and checkpoint latency, \(/\delta/, < M, /\delta/ >\), let us denote the optimal checkpoint interval computed using Equation 2 by \(\tau_{opt}\). Let \(\tau_{real}\) represent the real optimal checkpoint interval. Since \(\tau_{opt} < M\), it belongs to one of the following partitions:

\[
P1 = \{ \tau : 0 < \tau < \tau_{real} \}
\]

\[
P2 = \{ \tau : \tau = \tau_{real} \}
\]

\[
P3 = \{ \tau : \tau_{real} < \tau \leq M \}.
\]

The theorem asserts that \(\tau_{opt} \in \{ P1 \cup P2 \}\).

If \(\tau_{opt} = \tau_{real}\) then \(\tau_{opt} \in \{ P2 \}\) and the theorem holds. Therefore, we only need to prove the theorem for \(\tau_{opt} \neq \tau_{real}\).

Suppose for a value of MTTI, \(M\), and for a value of checkpoint latency, \(\delta\), we exhibit a \(\Delta t > 0\) such that \(T(\tau_{opt} + \Delta t) < T(\tau_{opt})\). The existence of such a \(\Delta t\), proves that \(\tau_{opt} \notin \{ P3 \}\), which implies
that \( \tau_{\text{opt}} \in \{P_1 \cup P_2\} \). This proves that for that pair of values of MTTI and checkpoint latency, \( \tau_{\text{opt}} \in \{P_1 \cup P_2\} \). If we can provide a method of computing such a \( \Delta t \) for any given valid pair of values of MTTI and checkpoint latency, \( \langle M, \delta \rangle \), then, that serves as a proof of Theorem 3. This is indeed the method we use.

In the following lemma, an alternate representation of \( \tau_{\text{opt}} \) is obtained by a simple transformation of \( \delta \). It simplifies the proof of the theorem and improves readability.

**Lemma 3.1.** If \( \delta \) is represented as \( 2Ma \), where \( 0 \leq a < 1 \), then, \( \tau_{\text{opt}} = 2M(B - a) \), where \( B = \left( \sqrt{a} + \frac{a^3}{3} + \frac{a^3}{9} \right) \).

**Proof.** For this theorem, the range of values of \( \delta \) of interest is \( 0 < \delta < 2M \). Consider the equation for \( \tau_{\text{opt}} \) when \( \delta < 2M \),

\[
\tau_{\text{opt}} = \sqrt{2\delta M} \left[ 1 + \frac{1}{3} \left( \frac{\delta}{2M} \right)^{\frac{1}{2}} + \frac{1}{9} \left( \frac{\delta}{2M} \right) \right] - \delta.
\]

Substituting \( \delta = 2Ma \) in the above equation, we obtain

\[
\tau_{\text{opt}} = \sqrt{4M^2a} + \frac{2Ma}{3} + \frac{2Ma^3}{9} - 2Ma = 2M\sqrt{a} + \frac{2Ma}{3} + \frac{2Ma^3}{9} - 2Ma = 2M \left( \sqrt{a} + \frac{a^3}{3} + \frac{a^3}{9} \right) - 2Ma
\]

\[= 2M(B - a) \text{ where } B = \left( \sqrt{a} + \frac{a^3}{3} + \frac{a^3}{9} \right).\]

Since \( \delta = 2Ma \), \( (0.01 \leq \frac{\delta}{2M} < 1) \implies (0.01 \leq a < 1) \).

**Example 1.** For values of parameters \( (M = 1 \text{ min}, R = 20 \text{ min}, T_s = 500 \text{ hrs}) \), and \( (0.01 \leq a < 1) \), Figures 7 and 8 are plots of \([T(\tau_{\text{opt}}) - T(\tau_{\text{opt}} + 10^{-5})]\) and \([\log(T(\tau_{\text{opt}}) - T(\tau_{\text{opt}} + 10^{-5}))]\), respectively, as a function of \( a \). In the range \( (0.01 \leq a < 1) \), note that the difference is always positive. This demonstrates that when \( M = 1 \text{ min} \) and for all values of \( a \) in the range \( (0.01 \leq a < 1) \),

\[T(\tau_{\text{opt}}) > T(\tau_{\text{opt}} + 10^{-5}).\]

Thus, for \( M = 1 \text{ min} \) and for all \( a \) such that \( (0.01 \leq a < 1) \), we have exhibited a \( \Delta t = 10^{-5} \) such that \([T(\tau_{\text{opt}}) > T(\tau_{\text{opt}} + \Delta t)]\). In order to prove the theorem, we still need to exhibit such a \( \Delta t \) for every value of \( M \) and every \( a \) in the range \( (0.01 \leq a < 1) \). The following lemma facilitates this.
Lemma 3.2. For a given value of MTTI, $M$, let $\Delta t$ satisfy the property that for every $\delta$ such that $(0.01 \leq \frac{\delta}{M} < 1)$, the expected execution time corresponding to $[\tau_{opt} + \Delta t]$ is less than the expected execution time corresponding to $\tau_{opt}$. For any other value of MTTI, $M' = f \times M$, where $f > 0$, $\Delta t' = f \times \Delta t$ satisfies the property that for every $\delta$ such that $(0.01 \leq \frac{\delta}{2M} < 1)$, the expected execution time corresponding to $[\tau_{opt} + (\Delta t')]$ is less than the expected execution time corresponding to $\tau_{opt}$.

Proof.

$$M e^{R/M} T_s \left( \frac{e^{(\tau_{opt}+\delta)/M} - 1}{\tau_{opt}} \right) > M e^{R/M} T_s \left( \frac{e^{((\tau_{opt}+\delta)/M+\Delta t/M) - 1}}{\tau_{opt} + \Delta t} \right)$$

$$\Leftrightarrow \left( \frac{e^{(\tau_{opt}+\delta)/M} - 1}{\tau_{opt}} \right) > \left( \frac{e^{((\tau_{opt}+\delta)/M+\Delta t/M) - 1}}{\tau_{opt} + \Delta t} \right) \text{ since } M, e^{R/M}, \text{ and } T_s > 0$$

From Lemma 3.1, $\tau_{opt}$ can be expressed as $2M(B - a)$ and $\frac{\tau_{opt} + \delta}{M} = 2B$, where $a$ and $B$ are defined.
as in Lemma 3.1.

\[
\left( \frac{e^{(\tau_{opt}+\delta)/M} - 1}{\tau_{opt}} \right) > \left( \frac{e^{((\tau_{opt}+\delta)/M+\Delta t/M) - 1}{\tau_{opt} + \Delta t} \right)
\]

\[\Leftrightarrow\left( \frac{e^{2B} - 1}{2M(B - a)} \right) > \left( \frac{e^{2B+\Delta t/M} - 1}{2M(B - a) + \Delta t} \right) \]

\[\Leftrightarrow\left( \frac{e^{2B} - 1}{2M(B - a)} \right) > \left( \frac{e^{(2B+t_1)} - 1}{2M(B - a) + M \times t_1} \right) \text{ where } t_1 = (\Delta t/M) \]

\[\Leftrightarrow\left( \frac{e^{2B} - 1}{2(B - a)} \right) > \left( \frac{e^{(2B+t_1)} - 1}{2(B - a) + t_1} \right) \]

(11)

Inequality 11 is equivalent to the condition that \( (T(\tau_{opt}) - T(\tau_{opt} + (\Delta t))) > 0 \) Note that, whether or not Inequality 11 is satisfied, is determined by the values of \( a \) and \( t_1 \). It can be verified that, if the value of MTTI changes from \( M \) to \( f \times M \), and if \( \Delta t \) is substituted by \( f \times \Delta t \), then the condition \( (T(\tau_{opt}) - T(\tau_{opt} + (f \times \Delta t))) > 0 \) turns out to be identical to Inequality 11.

Example 1 demonstrates that when \( M = 1 \text{ min} \), a value of \( \Delta t = 10^{-5} \text{ min} \) satisfies Inequality 11 for all values of \( a \) in the range \( 0.01 \leq a < 1 \). From Lemma 3.2, given any other value of MTTI, \( M' = f \times M \), where \( f > 0 \) a value of \( \Delta t' \) that satisfies \( [T(\tau_{opt}) > T(\tau_{opt} + \Delta t')] \) is given by \( \Delta t' = \Delta t \times f \). Since \( M = 1 \text{ min}, f = M'/M = M' \), where \( M' \) is expressed in minutes.

Thus, we have presented a method of computing \( \Delta t \) with the desired property for every \( M > 0 \) and for every \( \delta \) in the corresponding relevant range. Therefore, as explained before, \( \tau_{opt} \in \{P1 \cup P2\} \) is always true.

Figure 4 shows \( \tau_2 \) and an \( \alpha \) such that the execution time at checkpoint interval \( \tau_2 \) and at \( \tau_2 + \alpha \) are the same. Given any value of checkpoint interval \( \tau < \tau_{real} \), one can find a corresponding value of \( \alpha = \alpha_\tau \) such that the execution time with the checkpoint interval \( \tau \) is the same as the execution time with checkpoint interval \( \tau + \alpha_\tau \). The process of finding an expression for such an \( \alpha_\tau \) would be similar to the derivation of \( \gamma \) in the proof of Theorem 1. It would be the solution of the following equation instead of Inequality 7.

\[
\frac{1}{\alpha_\tau} \cdot (e^{\alpha_\tau/M} - 1) = \left( \frac{1}{\tau \times e^{(\tau+\delta)/M}} \right) \times (e^{(\tau+\delta)/M} - 1) = \left( \frac{1}{\tau} \times (1 - e^{-(\tau+\delta)/M}) \right)
\]
Solving this for \( \alpha \tau \) gives;
\[
\alpha \tau = \left( \frac{2M}{\tau} \right) \left[ (M - \tau) - Me^{-(\tau + \delta)/M} \right]
\]

In the context of our research we are interested in values of \( \alpha \tau \) such that
\[ \alpha \tau + \tau \leq M \]

Consider \( \left( \frac{1}{\alpha \tau} \cdot (e^{\alpha \tau/M} - 1) \right) \). Using Taylor's series expansion of \( e^{\alpha \tau/M} \),
\[
\frac{1}{\alpha \tau} \cdot (e^{\alpha \tau/M} - 1) = \frac{1}{\alpha \tau} \cdot \left( \frac{\alpha \tau}{M} + \frac{1}{2!} \frac{\alpha^2 \tau}{M^2} + \frac{1}{3!} \frac{\alpha^3 \tau}{M^3} + \frac{1}{4!} \frac{\alpha^4 \tau}{M^4} + \frac{1}{5!} \frac{\alpha^5 \tau}{M^5} + \ldots \right)
\]
\[
= \left[ \frac{1}{\alpha \tau} \cdot \left( \frac{\alpha \tau}{M} + \frac{1}{2!} \frac{\alpha^2 \tau}{M^2} \right) \right] + \left[ \frac{1}{\alpha \tau} \left( \frac{1}{3!} \frac{\alpha^3 \tau}{M^3} + \frac{1}{4!} \frac{\alpha^4 \tau}{M^4} + \frac{1}{5!} \frac{\alpha^5 \tau}{M^5} + \ldots \right) \right]
\]

Where
\[
ST_{\text{considered}} = \left[ \frac{1}{\alpha \tau} \cdot \left( \frac{\alpha \tau}{M} + \frac{1}{2!} \frac{\alpha^2 \tau}{M^2} \right) \right]
\]
\[
ST_{\text{ignored}} = \left[ \frac{1}{\alpha \tau} \left( \frac{1}{3!} \frac{\alpha^3 \tau}{M^3} + \frac{1}{4!} \frac{\alpha^4 \tau}{M^4} + \frac{1}{5!} \frac{\alpha^5 \tau}{M^5} + \ldots \right) \right]
\]

In deriving a closed form solution for \( \alpha \tau \), using the method similar to the one in the proof of theorem 1, we consider up to quadratic terms and ignore all the higher order terms. Therefore, \( ST_{\text{considered}} \) and \( ST_{\text{ignored}} \) represent the terms considered and terms ignored, respectively.

**Proposition 3.** The fraction of \( \left( \frac{1}{\alpha \tau} \right) \cdot (e^{\alpha \tau/M} - 1) \) that is ignored is less than \( \left( \frac{1}{3!} \cdot \frac{\alpha^2 \tau}{M^2} \right) \), i.e.,
\[
ST_{\text{ignored}} < \left[ \frac{1}{3!} \cdot \frac{\alpha^2 \tau}{M^2} \right] \cdot \left( \frac{1}{\alpha \tau} \cdot (e^{\alpha \tau/M} - 1) \right)
\]

**Proof.**
\[
ST_{\text{ignored}} = \frac{1}{\alpha \tau} \left( \frac{1}{3!} \cdot \frac{\alpha^3 \tau}{M^3} + \frac{1}{4!} \cdot \frac{\alpha^4 \tau}{M^4} + \frac{1}{5!} \cdot \frac{\alpha^5 \tau}{M^5} + \ldots \right)
\]
\[
= \frac{1}{3!} \cdot \frac{\alpha^2 \tau}{M^2} \cdot \left( \frac{\alpha \tau}{M} + \frac{1}{4} \cdot \frac{\alpha^2 \tau}{M^2} + \frac{1}{5 \cdot 4} \cdot \frac{\alpha^3 \tau}{M^3} + \frac{1}{6 \cdot 5 \cdot 4} \cdot \frac{\alpha^4 \tau}{M^4} + \ldots \right)
\]
\[
= \frac{1}{3!} \cdot \frac{\alpha^2 \tau}{M^2} \cdot \left( \frac{\alpha \tau}{M} + \frac{1}{4} \cdot \frac{\alpha^2 \tau}{M^2} + \frac{1}{5 \cdot 4} \cdot \frac{\alpha^3 \tau}{M^3} + \frac{1}{6 \cdot 5 \cdot 4} \cdot \frac{\alpha^4 \tau}{M^4} + \ldots \right)
\]
\[
< \left( \frac{1}{3!} \cdot \frac{\alpha^2 \tau}{M^2} \right) \cdot \left( \frac{1}{\alpha \tau} \cdot (e^{\alpha \tau/M} - 1) \right)
\]
When $\tau = \tau_{opt}$, we know that the real value of $\alpha$ corresponding to $\tau_{opt}$, denoted by $\alpha_{opt\_real}$, is no larger than 12% of $\tau_{opt}$ and that $\tau_{opt} \leq M$. Therefore, $\alpha_{opt\_real}$ is no greater than 12% of $M$ and the fraction of ignored terms is less than $\frac{0.12 \times 0.12}{6} = 0.0024$. As stated earlier, the closed form expression thus derived is an approximation and is always larger than $\alpha_{opt\_real}$ and therefore serves as an upper bound of $\alpha_{opt\_real}$. Let us denote this upper bound by $\alpha_{opt\_ub}$. The next proposition gives a lower bound of $\alpha_{opt\_real}$, $\alpha_{opt\_lb}$.

**Proposition 4.** A lower bound on the value of $\alpha_{opt\_real}$ is given by $\alpha_{opt\_lb} = (0.9976 \times \alpha_{opt\_ub}) - (0.0048 \times M)$.

**Proof.** As we already know, $\alpha_{opt\_real}$ is a solution of the following equation:

\[
\left( \frac{1}{\alpha_{opt\_real}} \cdot \left( e^{\alpha_{opt\_real}/M} - 1 \right) \right) = \left( \frac{1}{\tau_{opt}} \times (1 - e^{-(\tau_{opt} + \delta)/M}) \right)
\]

\[
\frac{1}{\alpha_{opt\_real}} \left( \frac{1}{1!} \cdot \frac{\alpha_{opt\_real}}{M} + \frac{1}{2!} \cdot \frac{\alpha_{opt\_real}^2}{M^2} + \frac{1}{3!} \cdot \frac{\alpha_{opt\_real}^3}{M^3} + \ldots \right) = \left( \frac{1}{\tau_{opt}} \times (1 - e^{-(\tau_{opt} + \delta)/M}) \right)
\]

This equation implies the following inequality due to Proposition 3;

\[
\left( \frac{1}{M} + \frac{1}{2} \cdot \frac{\alpha_{opt\_real}}{M^2} \right) + \left[ \left( \frac{1}{3!} \cdot \frac{\alpha_{opt\_real}^2}{M^2} \right) \cdot \left( \frac{1}{\alpha_{opt\_real}} \cdot (e^{\alpha_{opt\_real}/M} - 1) \right) \right] > \left( \frac{1}{\tau_{opt}} \times (1 - e^{-(\tau_{opt} + \delta)/M}) \right)
\]

(12)

We also know that,

\[
\left( \frac{1}{3!} \cdot \frac{\alpha_{opt\_real}^2}{M^2} \right) \cdot \frac{1}{\alpha_{opt\_real}} \cdot (e^{(\alpha_{opt\_real}/M)} - 1) < (0.0024) \left( \frac{1}{\alpha_{opt\_real}} \cdot (e^{\alpha_{opt\_real}/M} - 1) \right)
\]

\[
< (0.0024) \left( \frac{1}{\tau_{opt}} \times (1 - e^{-(\tau_{opt} + \delta)/M}) \right)
\]

Therefore, Inequality 12 becomes

\[
\left( \frac{1}{M} + \frac{1}{2} \cdot \frac{\alpha_{opt\_real}}{M^2} \right) + \left( 0.0024 \times (\frac{1}{\tau_{opt}}) \times (1 - e^{-(\tau_{opt} + \delta)/M}) \right) > \left( \frac{1}{\tau_{opt}} \times (1 - e^{-(\tau_{opt} + \delta)/M}) \right)
\]

\[
\left( \frac{1}{M} + \frac{1}{2} \cdot \frac{\alpha_{opt\_real}}{M^2} \right) > (0.9976) \times \left( \frac{1}{\tau_{opt}} \times (1 - e^{-(\tau_{opt} + \delta)/M}) \right)
\]

We have established that $\alpha_{opt\_real}$ satisfies the above inequality. A value of $\alpha$ that satisfies the inequality with equality is therefore a lower bound of $\alpha_{opt\_real}$, $\alpha_{opt\_lb}$. Thus,

\[
\left( \frac{1}{M} + \frac{1}{2} \cdot \frac{\alpha_{opt\_lb}}{M^2} \right) = (0.9976) \times \left( \frac{1}{\tau_{opt}} \times (1 - e^{-(\tau_{opt} + \delta)/M}) \right)
\]
\[ \alpha_{\text{opt-}lb} = \frac{2M}{\tau_{\text{opt}}} \left( 0.9976M(1 - e^{-\frac{\tau_{\text{opt}} + \delta}{M}}) - \tau_{\text{opt}} \right) \]
\[ = \frac{2M}{\tau_{\text{opt}}} \left( 0.9976M(1 - e^{-\frac{\tau_{\text{opt}} + \delta}{M}}) - 0.9976\tau_{\text{opt}} - 0.0024\tau_{\text{opt}} \right) \]
\[ = 0.9976 \left[ \frac{2M}{\tau_{\text{opt}}} \left( 1 - e^{-\frac{\tau_{\text{opt}} + \delta}{M}} \right) - \tau_{\text{opt}} \right] - 0.0024 \frac{2M}{\tau_{\text{opt}}} \tau_{\text{opt}} \]
\[ = ((0.9976 \times \alpha_{\text{opt-}ub}) - (0.0048 \times M)) \]

Proposition 5.

\[ |\alpha_{\text{opt-real}} - \alpha_{\text{opt-}lb}| < ((0.0024 \times \alpha_{\text{opt-}ub}) + (0.0048 \times M)) \]
\[ |\alpha_{\text{opt-real}} - \alpha_{\text{opt-}ub}| < ((0.0024 \times \alpha_{\text{opt-}ub}) + (0.0048 \times M)) \]

Proof. Due to Proposition 3

\[ \alpha_{\text{opt-}lb} = (0.9976 \times \alpha_{\text{opt-}ub}) - (0.0048 \times M) \implies \]
\[ \alpha_{\text{opt-}ub} - \alpha_{\text{opt-}lb} \leq ((0.0024 \times \alpha_{\text{opt-}ub}) + (0.0048 \times M)) \]

Thus, we have bounded \(\alpha_{\text{opt-real}}\) from above and below and we know that it lies in an interval of length \(((0.0024 \times \alpha_{\text{opt-}ub}) + (0.0048 \times M))\). Therefore,

\[ |\alpha_{\text{opt-real}} - \alpha_{\text{opt-}lb}| < ((0.0024 \times \alpha_{\text{opt-}ub}) + (0.0048 \times M)) \]
\[ |\alpha_{\text{opt-real}} - \alpha_{\text{opt-}ub}| < ((0.0024 \times \alpha_{\text{opt-}ub}) + (0.0048 \times M)) \]

\[ \square \]